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It is difficult to overestimate the impact that density functional theory has had on computational quantum chemistry over the last two decades. Indeed, this period has seen it grow from little more than a theoretical curiosity to become a central tool in the computational chemist’s armoury. Arguably no area of chemistry has benefited more from the meteoric rise in density functional theory than inorganic chemistry. The ability to obtain reliable results in feasible time-scales on systems containing heavy elements such as the d and f transition metals has led to an enormous growth in computational inorganic chemistry. The inorganic chemical literature reflects this growth; it is almost impossible to open a modern inorganic chemistry journal without finding several papers devoted exclusively or in part to density functional theory calculations. The real importance of the rise in density functional theory in inorganic chemistry is undoubtedly the much closer synergy between theory and experiment than was previously possible.

In these volumes, world-leading researchers describe recent developments in the density functional theory and its applications in modern inorganic and bio-inorganic chemistry. These articles address key issues in both solid-state and molecular inorganic chemistry, such as spectroscopy, mechanisms, catalysis, bonding and magnetism. The articles in volume I are more focussed on advances in density functional methodology, while those in Volume II deal more with applications, although this is by no means a rigid distinction. We are very grateful to all our contributors for their extensive efforts. We are very proud to present this collection of world-class science, and hope that you enjoy reading it as much as we have enjoyed putting it together.

September 2004

Nikolas Kaltsoyannis

John E. McGrady
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Abstract The agostic bond defines an intramolecular interaction where a σ bond is geometrically close to an electron deficient centre (often a transition metal). The computational studies on this energetically weak interaction are reviewed and discussed. Various types of σ bonds have been considered (C-H, C-C, Si-H, Si-C, B-H). It is suggested that a C-X bond in which X carries a lone pair should preferably not be viewed as agostic. The factors that contribute to its occurrence are discussed. In particular, the agostic interaction is very sensitive to steric effects. Explanations based on molecular orbital analysis, electron delocalization and topological analysis of the electron density are presented.

Keywords Agostic interaction · Weak interaction · Bond activation · Computational studies · DFT · QM/MM calculations · Molecular orbitals · Topological analysis · Steric effects
1 Introduction

The agostic interaction is among the key discoveries made in organometallic chemistry during the twentieth century [1, 2]. It was earlier thought that a ligand could only interact with a transition metal centre either in an ionic fashion or via a relatively strong donor-acceptor bond. We will put aside anionic (X type) ligands that, in the neutral form (e.g. Cl), have a half filled orbital for interaction with the metal (X is usually considered as X⁻ in the formal analysis of the metal oxidation state, however). These ligands often make rather strong bonds with the metal centre. More relevant to the present argument are neutral ligands which use their highest occupied molecular orbital (HOMO) to establish a donor-acceptor interaction with the metal centre lowest unoccupied molecular orbital (LUMO). Although the M-L bond dissociation energy does not depend in any regular way on the ligand HOMO energy, it was always understood that ligands with very low lying occupied orbitals would be unlikely to interact with a metal centre. A poor Lewis base would thus be incapable of acting as a ligand to a Lewis acidic metal centre. Hence the surprise at the announcement that a C-H bond (one of the worst Lewis bases) can interact with a metal centre. This discovery opened the coordination chemistry of metal interactions with weakly bound ligands, among which dihydrogen and alkanes are prominent [3–13]. Agostic interactions have now been seen in a large number of organometallic complexes for essentially any metal centre in the periodic table. The purpose of this chapter is to illustrate, through a description of the computational studies, that the word “agostic”, commonly used for these interactions, in fact covers a wide variety of subtly different situations and the position is not as simple as was first thought.

1.1 Definition of the Agostic Interaction

The historical aspects are covered in two reviews [1, 2]. We will thus not dwell on all the experimental physical properties that are used to establish the presence of an agostic bond. The name agostic was coined by Brookhart and Green from the Greek “αγοστος”, which according to their papers [1, 2], may be translated as to clasp, or to draw towards. As M.L.H. Green himself stated to one of us, the term implies the idea of a “shield” behind which the metal is somewhat protected from intruders. It originally described the situation in which a C-H, B-H or Si-H bond of a ligand was coordinated to the metal centre. This implies that the pairs of atoms C and H, B and H or Si and H are both close to the metal. Brookhart and Green also considered that C-F, C-Cl, Au-C and even H-N could become agostic. From the early stage, the word “agostic” was used to describe different situations. Thus it seems that the metal···H-N interaction does not follow the criterion of having two
atoms both bonded to the metal [14, 15]. The $\text{M} \cdots \text{H-N}$ angle is usually around 180° and this situation was later considered as better described as a type of hydrogen bonding where the metal acts as a base and the H-N bond as the proton donor [16]. This is clearly the reverse of the agostic interaction where the metal seeks electron density. Even after removing the $\text{M} \cdots \text{H-N}$ bond from the list of agostic situations, one is left with a high variety of bonds and systems. In their fundamental papers [1, 2], Brookhart and Green view all these bonds as making a covalent bond to the metal centre, the C-H, B-H and Si-H bonds being 2e donors and the C-F or C-Cl bonds being 4e donors leading to 3c-2e or 3c-4e bonds when including the metal. Another key feature of the agostic interaction is that the X-H (X=C, B, Si) bond is part of a ligand. In other words the ligand can be viewed as a chelate strongly bonded through one end and weakly so through the X-H bond.

A large variety of agostic bonds M····H-X has been identified as summarized in Scheme 1 for X=C. Some of these are also known for X other than C, notably Si. The half arrow shows the agostic bond [3]. The $\beta$-agostic bond is by far the most common.

The concept extremely quickly became general in the organometallic community (the original J Organomet Chem paper of 1983 [1] and the following review of 1988 [2] have a total of 1500 citations) and was soon used to describe other sorts of complexes. For instance, the intermolecular complex of an alkane with a transition metal fragment in which the alkane is bonded via one or several C-H bonds was considered sometimes as containing agostic C-H bonds. In this case again, does the word agostic describe a common geometrical situation (with a C-H in proximity of a metal centre) and/or also a bonding situation? In an alkane complex, the C-H bond is no longer part of a coordinated ligand so this is not agostic by the original definition. Kubas writes in his book: “The term agostic should not be used when describing external ligand binding solely through a $\sigma$ bond, which is

\begin{figure}
\centering
\includegraphics[width=\textwidth]{scheme1.png}
\caption{The several agostic bond situations as described by Kubas [3]}
\end{figure}
better referred to as a \( \sigma \) complex \[3\].” This difference cannot be neglected since it may lead to different interactions. For example, while a C-F bond of a ligand can interact with the metal centre, there is no reported fluoroalkane complex of transition metal despite evidence for weak interactions \[17, 18\]. Although the distinction between \( \sigma \) complex and agostic complex is clear, we will still present some systems that qualify as \( \sigma \) complexes. The reasons are that the agostic interactions at work in species like \( d \) or \( e \) (Scheme 1) are close to those in \( \sigma \) adducts, so that the distinction is somewhat artificial.

The agostic bond was also recognized as giving crucial information on the making or breaking of the bond in the coordination sphere of the metal centre. It has been viewed as an arrested structure on the reaction path for bond cleavage. This was especially illustrated for the oxidative addition of a C-H bond by a trajectory for the reaction M+C-H to give C-M-H derived from a series of structures of agostic complexes \[19\]. The relation between the \( \beta \)-agostic bond and the olefin insertion into M-H or the reverse C-H \( \beta \)-elimination process is also fully apparent. Depending on the metal nature, the \( \beta \)-agostic ethyl structure or the olefin hydride complex has been observed \[20–22\]. For instance, the Co\( ^{III} \) complex represented below has an ethyl group with a \( \beta \)-agostic interaction, whereas the corresponding Fe\( ^{II} \) and Rh\( ^{III} \) complexes (see below) prefer the hydrido olefin structure. This facile transformation is of key importance in the polymerization reactions.

HF studies of Pd(PH\(_3\))(H)(C\(_2\)H\(_3\)), Pd(PH\(_3\))(H)\(_2\)(C\(_2\)H\(_4\)), and of the transition state in between, show the relation between the agostic structure and the \( \beta \)-elimination reaction \[23\]. Replacing CH\(_2\)CH\(_3\) by CH\(_2\)CHF\(_2\) or Pd by Ni disfavours the agostic interaction and also raises the energy of the barrier for \( \beta \)-elimination. The shape of the LUMO of the ethyl complex shows a mixing of the metal d and C-H bonding orbitals, consistent with a donation of the \( \beta \) C-H bond into an empty metal orbital.

Hence also the interest in finding agostic bonds without H atom such as C-C and Si-C bonds. Very few examples of agostic C-C bonds are known \[24–26\] but many examples of agostic Si-C bond have been established especially with the early transition metals \[27–31\].

This is another case where we must ask if the same word truly describes the same bonding situation? From the very beginning, quite different bonding situations seem to have been included in the same concept. This was understandable in the early days when the interaction was considered from a purely structural standpoint, but subsequent theoretical studies have clearly shown that a variety of different bonding types can occur within this class of compounds.
1.2 Focus and Limitations of this Review

The existence of an M⋯H-C agostic interaction is mostly established by structural and spectroscopic techniques [1, 2]. For structural determinations, X-ray and neutron diffractions are both used but each technique suffers from some limitations: the hydrogen cannot be accurately located with X-ray diffraction whereas neutron diffraction studies require a large crystal as well as access to a neutron source. For these reasons, NMR measurements have been considered as the most useful probes for establishing the existence of the agostic interaction especially in the case of a C-H bond. The most characteristic feature of an M⋯H-C agostic interaction is the low value of $^{1}J_{C-H}$ due to the reduced bond order in the (3c-2e) system and the resultant elongated C-H bond. The theoretical calculations, which have an obvious role to play, are the focus of this chapter. Theoretical calculations can be used for determining geometries and also to discuss the nature of the interactions between atoms. The earliest studies have been carried out with the Extended Hückel Theory (EHT). After a few studies at the Hartree-Fock (HF) level, most advances have been obtained with elaborate methods. The DFT method, which includes some of the correlation energy, has been mostly used because of the size of the molecules to compute. Calculations have supported the existence of agostic interactions suggested by experimental studies, have shown their occurrence as short-lived intermediates during reactions involving bond activation, and have studied how the agostic bond influences the overall process (notably in C-H bond activation and in polymerisation reactions). Calculations have also been used to analyse the nature of the interaction. We will essentially focus on the first and last aspects (existence and nature of the interaction) but will cite some key papers for the reactivity properties. Because the agostic interaction is a weak interaction, it is very sensitive to the nature of the molecular species, and can be promoted or hindered by many factors. The computational studies have also been useful to sort out how weak interactions compete or cooperate with the agostic interaction in organometallic complexes.

2 The C-H Agostic Interaction, from Early Studies to Recent Interpretations

Ab initio HF calculations and EHT studies were successful in supporting the existence of the agostic interaction but suggested that the agostic interaction may not only be due to a C-H donor-metal acceptor interaction. The nature of the C-H agostic interaction, and more particularly the $\beta$ C-H interaction, was then studied in great detail with DFT calculations and analysis of the topology of the electron density. The peculiar nature of the interaction, in comparison to the classical donor-acceptor picture, was highlighted.
2.1 The $\alpha$-Agostic Interaction

The first EHT study has been carried out in the group of R. Hoffmann [32]. It concerned the $\alpha$-agostic alkylidene tantalum complexes synthesized in the group of R. Schrock. These alkylidene complexes in which the metal centre is invariably unsaturated (less than 18e around the metal) display some strong distortion, characterized by a pivoting of the alkylidene group CHR to decrease the M-C-H angle (down to 78°) and to increase the M-C-R angle (up to 170°) keeping the H-C-R angle close to its normal value.

The experimental system 1 was modelled by TaH$_4$CH$_2$C$_3H_3$, 2. The EHT calculations show a preference for CH$_2$ to pivot in the Ta-HCH equatorial plane so that doubly occupied $\sigma_{CH_2}$ orbital (HOMO of CH$_2$ in its singlet state) is not along the Ta-C direction. The MO analysis shows that the pivoting decreases the main bonding interaction between $\sigma_{CH_2}$ and the LUMO $d_{x^2-y^2}$ of TaH$_4$C$_3$, 3a, but turns on a new bonding interaction with the next higher (LUMO+1) empty metal orbital (mainly $d_{xz}$), 3b. The reason why $\sigma_{CH_2}$ interacts with the (LUMO+1) empty orbital at the expense of loosing some interaction with the LUMO is that $d_{xz}$ is strongly hybridised toward the CH$_2$ group unlike the LUMO. Thus the overlap compensates for the difference in energy between these two empty metal orbitals and favours the distortion.

At this point, one could wonder if there is any interaction between the C-H bond and the metal centre as proposed by Brookhart and Green? The calculations show a weakening of the C-H bond associated with a decrease of the C-H overlap population. The weakening of the bond follows the decrease in the experimental $^1J_{C-H}$ value. The M··H-C interaction is possible because the molecular orbital centred on the C-H bond overlaps with $d_{xz}$ in the distorted structure (3c) and this interaction transfers some electron density away from the C-H bond to the metal orbital. However, the contribution of this interaction to the overall energy stabilization is small because the energy of the C-H bonding orbital is deep and thus far from that of $d_{xz}$. 

![Diagram](image-url)
Several key conclusions have been established in this seminal paper. The \( \alpha \)-agostic interaction in this alkylidene complex is built more on a change in the electronic structure of the Ta-C bond than on a Ta\( \cdot \cdot \cdot \)H-C bonding interaction because the HOMO of CH\(_2\), which can interact with the empty metal orbitals in the agostic structure, is carbon based and not C-H based. However, the calculations cannot give quantitative information on the relative contributions to these two interactions to the total energy stabilization associated with the agostic structure. The weakening of the C-H bond could be suggestive of a facile H transfer of H from C to Ta. This reaction does not occur experimentally and the EHT calculations rationalize this fact by a Walsh diagram, which shows that the H transfer would induce a forbidden crossing of occupied and empty molecular orbitals.

The authors also extended their study to a hypothetical CH\(_3\) complex and showed that it would also have an acute Ta-C-H angle, signature for the \( \alpha \)-agostic interaction. In this case, the carbon based HOMO of CH\(_3\) would be the key orbital to interact with the metal centre.

These studies suggest that the \( \alpha \)-agostic complex corresponds to the best interaction between the frontier orbitals of the organic ligand and the metal fragment. This means that the metal fragment could favour or disfavour the distortion depending on the energy and shape of its unoccupied frontier orbitals. This has been illustrated by another set of EHT calculations on hexa- and tetra-coordinated Ti\(^{IV}\) complexes [33]. The surprising result is that an \( \alpha \)-agostic interaction is observed in Ti(dmpe)Cl\(_3\)(CH\(_3\)), 4, but not in TiCl\(_3\)(CH\(_3\)), 5. In 4, neutron diffraction studies show that the methyl group is tilted such the Ti-C-H angle is equal to 93.5\(^{\circ}\) [34]. Neutron diffraction data is not available for 5 but X-ray diffraction suggested that the CH\(_3\) group is flattened with all Ti-C-H angles equal to 101\(^{\circ}\) [35]. There are two ways to do the electron counting in these complexes but none of them give a rationale for the observed structure. If one neglects the d\(\pi/p\pi\) interactions between Ti and Cl, complex 4 is a 12e system and 5 is a 8e complex. In this case, an agostic interaction, if driven solely by unsaturation at the transition metal centre, should have existed in 5 like in 4. If one includes the \( \pi \)-donating properties of Cl, both complexes can be viewed as 18e systems and none of these complexes should be agostic.

EHT calculations and MO analysis on TiH\(_5\)(CH\(_3\))\(^2\)-, 6, and TiH\(_3\)(CH\(_3\)), 7, models for 4 and 5 gave an interpretation that generalizes the results found for the alkylidene complex 2. The pivoting of CH\(_3\), which decreases the Ti-C-H angle while keeping the H-C-H angles, was found to be energetically favourable in 6 but not in 7. In 6, the \( \sigma_{CH_2} \) orbital, HOMO of CH\(_3\)\(^-\), interacts only with an empty orbital of TiH\(_5\)\(^-\) of cylindrical symmetry (\( d_{z^2} \) type) if the local C\(_3\) axis of CH\(_3\) is along the Ti-C direction as in 8a. If the local C\(_3\) axis of CH\(_3\) is pivoted as in 8b, the HOMO of CH\(_3\)\(^-\) overlaps with the empty metal orbital \( d_{xz} \). Because \( d_{xz} \) is empty and at lower energy than \( d_{z^2} \), the pivoting allows the HOMO of CH\(_3\)\(^-\) to interact more efficiently with the metal frag-
ment. In accord with this interpretation, the pivoting of CH$_3^-$ in the model system Ti(H)$_2$Cl$_3$(CH$_3$)$_2$ is found to occur in the xz plane, which contains only one Cl and not in the yz plane, which contains two Cl. The d$_{xz}$ orbital is at lower energy than d$_{yz}$ because of the greater destabilizing effect of the two Cl lone pairs mixing in an out-of-phase manner in the later orbital. This agrees with the experimental structure.

In the case of TiH$_3$(CH$_3$), the HOMO of CH$_3^-$ interacts with an orbital of $a$ symmetry if the local C$_3$ axis of CH$_3$ is along the Ti-C direction (9a). If the CH$_3$ group is pivoted, the HOMO of CH$_3^-$ interacts with one member of the $e$ set of orbitals (9b). However, the $e$ and $a$ metal orbitals are at almost the same energy. Furthermore the overlap of the HOMO of CH$_3^-$ with the $a$ orbital is larger than with the $e$ orbital. Therefore, the interaction of CH$_3^-$ and the TiH$_3^+$ groups does not increase upon pivoting. There is no driving force for stabilizing a structure with one acute Ti-C-H angle, indicating the presence of an $a$-agostic interaction. In further studies, it has been proposed that the flattening of the CH$_3$ group is a consequence of donation of electron density associated with the C-H bonds to the empty d orbitals on the metal. The unusual positive value for $^2J_{H-H}=11.27$ Hz was interpreted by EHT calculations [36].
The messages that emerged from these studies on the \(\alpha\)-agostic interaction are i) that electron deficient metal is a necessary but not sufficient condition, ii) a direct metal-\(\cdots\)-C-H interaction is not found to be at the origin of the observed distortions of these alkylidene or alkyl complexes, iii) a reorganisation of the M-C bond associated with a stronger total interaction between the frontier orbitals of the metal and organic fragments is found to determine the pivoting of the organic group, signature for the \(\alpha\)-agostic interaction, iv) the M-\(\cdots\)-H-C interaction is not absent in these systems but appears to be a small effect. The \(\alpha\)-agostic interaction is thus better viewed as mainly a second-order Jahn-Teller distortion of the overall complex and not only as donor-acceptor C-H-\(\cdots\)-M interaction.

An ab-initio Hartree Fock (HF) geometry optimisation of Ti(PH\(_3\))\(_2\)X\(_2\)Y(CH\(_3\)) (Y coplanar with Ti-C-H) reproduces reasonably well the experimental structure of \(4\), as measured by the Ti-C-H angle [37, 38]. For X=Y=Cl, Ti-C-H is calculated to be 99° to compare to the experimental value of 93.5° from neutron diffraction. Replacement of Cl by H is found to increase the Ti-C-H angle. A plot of occupied molecular orbitals shows a mixing of the metal d and C-H bonding orbital in support of an M-\(\cdots\)-H-C interaction.

### 2.2 The \(\beta\)-Agostic Interaction

EHT calculations have been carried out to analyse the \(\beta\)-agostic interaction in Ti(dmpe)Cl\(_3\)(C\(_2\)H\(_5\)), 10a [39]. The X-ray structure shows an acute Ti-C\(_\alpha\)-C\(_\beta\) angle of 85.9° and a C\(_\alpha\)-C\(_\beta\) distance of 1.463 Å, shorter than the average single C-C bond of 1.54 Å [40]. This structure was redetermined at low temperature (105 K) by X-ray diffraction [41] without the problems of pronounced disorder in the structure from the earlier report. Here the Ti-C\(_\alpha\)-C\(_\beta\) valence angle at 84.6° is acute, the C\(_\alpha\)-C\(_\beta\) bond distance is 1.501 Å, and the Ti-\(\cdots\)C\(_\beta\) distance at only 2.501 Å is strikingly short, confirming the \(\beta\)-agostic interaction.

EHT calculations are not appropriate for a quantitative optimisation of structure and therefore no quantitative geometrical parameters should be considered. The key results from this study are that the \(\beta\)-agostic interaction is found to be favourable and to involve a reorganisation of the M-C bond similar to that highlighted for the methyl complex 4. The M-\(\cdots\)-H-C direct interaction seems to play a role. An opening of the angles at the metal centre is necessary for allowing H-C to approach M and this requires a significant distortion of the hexacoordinated complex away from the octahedral geometry. While such distortion is energetically unfavourable for d\(_6\) ML\(_6\) complex, this work shows that any distortion away from the octahedral geometry is favourable for a d\(_0\) ML\(_6\) complex in the presence of non-\(\pi\)-donor ligands (dmpe, C\(_2\)H\(_5\)). It is shown that the angular distortion around the metal
and the agostic interaction are strongly correlated and that both contribute to a stronger interaction between the metal and the organic ligand. In this system again, the contribution of the M···H-C interaction to the total energy stabilization, although not null, does not seem to be the leading parameter.

The optimised geometries with self-consistent field methods can be compared to the experimental structures obtained from X-ray diffraction studies (Table 1). An ab-initio HF geometry optimisation of Ti(PH₃)₂(Cl)₂H(C₂H₅) (10b) gave metric parameters in good support of a β-agostic interaction and reasonably close to the experimental values for 10a [42]. The geometry of Ti(C₂H₅)(PH₃)₂(X)₂Y is sensitive to the nature of X and Y (Y is coplanar to Ti-C₂H₅). Electronegative groups X favour the agostic interaction, consistent with the lesser electronic density at Ti. No agostic interaction is found for X=Y=H. It should be pointed out that the influence of X and Y on the agostic interaction in the methyl and ethyl complexes is different in the EHT and ab-initio calculations. Comparing X=Y=H and X=Y=Cl, Cl favours the agostic interaction whereas the reverse applies in the EHT calculations. This comes from the fact that the electronegative Cl lowers the energy of the d orbitals, and such an effect is not present in the EHT calculations. In contrast, in an EHT calculation, Cl raises the energy of the d orbitals through dₜ/dπ mixing.

The presence of a β-agostic interaction in 10a was later confirmed by DFT calculations (BPW91) on the model complex EtTi(Cl)₃(H₂PCH₂CH₂PH₂) (10c) [43]. The calculated geometrical parameters were in excellent agreement with the experimental structure determined by X-ray crystallography (Table 1) [41].

The HOMO of 10c, represented schematically below, corresponds essentially to the Ti-Cα σ bond with a secondary bonding interaction between the Cβ-Hβ bond and the torus of the d₂z orbital. This observation has led Scherer et al. to propose the description of the β C-H agostic bond as resulting from a delocalization of the two electrons of the HOMO on the TiCαCβ group. Stabilization of the Ti-Cα bond appears therefore to be the major driving force in the development of the β-agostic interaction. Accordingly, the phenome-

<table>
<thead>
<tr>
<th></th>
<th>10a</th>
<th>10b</th>
<th>10c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti-Cα</td>
<td>2.147</td>
<td>2.093</td>
<td>2.170</td>
</tr>
<tr>
<td>Ti...Cβ</td>
<td>2.501</td>
<td>2.549</td>
<td></td>
</tr>
<tr>
<td>Cα-Cβ</td>
<td>1.501</td>
<td>1.547</td>
<td>1.517</td>
</tr>
<tr>
<td>Cβ-Hβ</td>
<td>1.03</td>
<td>1.114</td>
<td>1.130</td>
</tr>
<tr>
<td>TiCαCβ</td>
<td>84.6</td>
<td>88.8</td>
<td>85.5</td>
</tr>
</tbody>
</table>

Table 1 Comparison between selected geometrical parameters of the experimental structure of EtTi(Cl)₃(dmpe), 10a [41], the HF optimized structures for EtTi(Cl)₂H(PH₃)₂, 10b [42], and the DFT optimized structure for EtTi(Cl)₃(dhpe), 10c [43]. Bond distances are in Å and angle in degree.
non is best described as essentially a two-electron process involving only a single orbital on the metal [44].

The canting of the ethyl group is essential to achieve the stabilizing interaction between $C_\beta$-$H_\beta$ and the metal centre. Hence the molecular structure of EtTiCl$_3$, 11, determined by gas-phase electron diffraction (GED), showed no agostic interaction [41]. DFT calculations on 11 reproduced the experimental geometry and indicated that the larger Ti-$C_\alpha$-$C_\beta$ angle (84.6° in 10a vs 116° in 11) is associated with a $C_\beta$-$H_\beta$-$\cdot$-Ti antibonding interaction in the HOMO of 11. The driving force for the $\beta$-agostic interaction in the d$^0$ octahedral complex 10a is the ease of deformation of the geometry to cant the ethyl chain so as to achieve the delocalization. The d$^0$ tetrahedral complex 11 is shown to be more rigid, thus preventing the $\beta$-agostic interaction.

To shed more light on the nature of the $\beta$-agostic interaction, Scherer et al. have varied the nature of the metal (Ti, Zr, V, Nb) and the number of Cl ligands yielding three- and four-coordinated d$^0$ or d$^1$ complexes [43]. The $\beta$-agostic behaviour appears in practice to require that the valence shell of the metal be unsaturated with $VE \leq 16$. It is most prone to occur when the metal is three-coordinated, being seldom encountered in four- and six-coordinated systems, and unknown in five-coordinated systems. It remains to be seen how far the conclusions reached by these authors regarding the nature of $\beta$-agostic bonding are applicable to $\alpha$-, $\gamma$-, and other types of agostic interaction and also to late transition-metal systems.

More generally, the agostic interaction is usually described as a donor-acceptor interaction between the bonding electron of the C-H bond and a vacant site on the metal. However, sometimes it is not clear which atoms are bonded and to what extent they are bonded. This information is lacking in Lewis structures. To answer such questions, a more modern theory that enables one to extract chemical bonds from a computed wavefunction is warranted. A prime candidate theory to fulfil this purpose is the “atoms in molecule” (AIM) theory as developed by Bader [45].

Popelier and Logethitis were the first to apply the AIM theory to the study of the nature of the agostic interaction [46]. They analysed the topology of the charge density (computed at the HF, BLYP, and MP2 levels) for CH$_3$TiCl$_2^+$ (12a), C$_2$H$_5$TiCl$_2^+$ (12b), and C$_3$H$_7$TiCl$_2^+$ (12c).
12a exhibits an $\alpha$-agostic interaction as illustrated by the tilting of the CH$_3$ group ($H_{\alpha}$-C$_{\alpha}$-Ti=89.9°, BLYP). However, no bond critical point (BCP) is found between $H_{\alpha}$ and Ti. The topological properties of the density of 12a do not allow a clear and definitive picture of the $\alpha$-agostic interaction to be drawn.

The $\beta$-agostic interaction in 12b is structurally characterized by the acute Ti-C$_{\alpha}$-C$_{\beta}$ angle (84.9°, BLYP) and the long C$_{\beta}$-H$_{\beta}$ bond distance (1.145 Å, BLYP). Topologically, there is a BCP between $H_{\beta}$ and Ti, and not between Ti and the BCP of C$_{\beta}$-H$_{\beta}$. The latter would have been expected for the classical picture of the C-H bond interacting with the metal. The Ti···H$_{\beta}$ BCP is close to the ring critical point (RCP) associated with the TiC$_{\alpha}$C$_{\beta}$H$_{\beta}$ fragment and its ellipticity $\epsilon$ is very large (1.173, BLYP), indicating a possible structural instability [45]. The bond path between Ti and $H_{\beta}$ is particularly curved toward the RCP, implying that the accumulation of electron density along the bond path is shifted toward C$_{\beta}$. The situation is very similar for the $\gamma$-agostic interaction in 12c.

The topology of the density exhibited by $\beta$- and $\gamma$-agostic interactions in 12b and 12c are in favour of a direct bonding interaction between Ti and the hydrogen atom ($H_{\beta}$ or $H_{\gamma}$). However, the corresponding BCP is structurally instable and may be absent in other agostic systems. In addition, Popelier and Logothetis have shown that the topological properties of the agostic bond are different from those expected for a hydrogen bond. Consequently an agostic bond should not be confused with a conventional hydrogen bond.

The AIM theory was also used to discuss the $\beta$-agostic interaction in Et-Ti(Cl)$_3$(dmpe), 10a, using the experimental and theoretical densities [47]. Interestingly, both the experimental and the calculated densities gave the same molecular graphs with the same number of BCP and RCP. A BCP between $H_{\beta}$ and Ti was found (Fig. 1) and was close to the RCP. The electron densities corresponding to the Ti···H$_{\beta}$ BCP and the RCP inside the TiC$_{\alpha}$C$_{\beta}$H$_{\beta}$ fragment are nearly identical. The BCP almost merge into a singularity in $\rho$, a phenomenon characteristic of bond fission. A further characteristic of the agostic interaction manifests itself in the gradient vector map $\nabla\rho(\mathbf{r})$ in a significant curvature of the Ti-C$_{\alpha}$ bond path (Fig. 1). The bond path is a curve joining two atoms along which the electron density is accumulated with respect to the neighbourhood, but minimal at the BCP along the path. The bond path is usually a straight line between the two atoms un-
less the electron density is influenced significantly by interactions with other atoms. In the present case, the curvature of the Ti-C\textsubscript{\alpha} bond path is observed for 10\textsubscript{a}, 12\textsubscript{b}, and 12\textsubscript{c}. The non-linearity of the Ti-C\textsubscript{\alpha} bond probably offers a more robust criterion for \beta-agostic interaction.

Although AIM theory speaks in favour of a bonding interaction associated with an agostic interaction, the classical picture of a donating C-H bond to a vacant site on the metal is not supported. More studies are needed, particularly on late transition metal complexes, to explore further the topological properties of the agostic interaction.

### 3 The Agostic C-H Bond with a Non-Transition Metal Centre

The agostic bond was first seen in transition metal complexes but there is no reason that this should be limited to this class of atoms. The prerequisite for observing an agostic interaction is to have an electron deficient centre. It is not possible to give a comprehensive list and we limit ourselves to some recent references. Alkali and alkaline earth cations such as Li [48, 49], K, Ca [50] but also Al and B [51] entail C-H agostic interactions. At the limit of the transition metal series, naked Cu\textsuperscript{+} is also an obvious excellent candidate [52, 53]. Finally one should not forget the ethyl cation 13\textsubscript{a} and all non-classical cations where the bridged structure 13\textsubscript{b} is probably the earliest example of an agostic interaction [54].
In the case of alkyl- and alkylsilyl-lithium complexes, a study of the topology of the electron density has been carried out, giving an interesting point of view on the agostic interaction [49]. An AIM analysis reveals a delocalisation of the Li-C bonding electrons within the organic ligand. It is shown that the Li···H contacts in Li-CH₂-CH₃ are a consequence of this delocalisation and that further secondary interactions, like Li···H-C, play only a minor role. The interesting aspect of this approach is that the rationale extends immediately to alkylsilyl-lithium complexes. An X-ray structure of [(2-(Me₃Si)₂CLi(C₅H₄N))₂] and DFT calculations of Li-CH₂-SiH₂Me show that Si-Cₐ is 0.2 Å longer than Cₐ-Si and, that the Li-Cₐ-Si angle is significantly reduced. These features are shown to result from a combination of delocalisation of the Li-Cₐ bond electrons along the alkyl fragment and additional secondary interactions signalled by Li···Si, Li···C₂, and Li···H contacts. In particular, these last interactions are responsible for the cis conformational preference of the complex (Me toward Li). We will discuss more complexes with Si-C₂ bonds in the section on Si-C agostic interactions.

4
X-H Agostic Bonds with X Different from C

All types of X-H agostic bonds have been analysed with computational methods. However, it is not really possible to make a valid comparison between the several types of agostic bonds because of the lack of experimental data in which a given metal fragment can interact with various types of bonds. For this reason, the comparisons between the various agostic bonds, when possible, is only qualitative.

4.1
The B-H Agostic Bond

The B-H agostic bond has been reported in few large systems [2, 55] and the computational studies of B-H agostic bond with elaborate methods are therefore rather recent. In a Ruᴵᴵ scorpionate complex, the B-H bond of the pyrazolyl borate is found to be at the empty coordination site of the metal centre [56]. The calculated Ru···B and Ru···H are found to be close to the experimental values despite the fact that the calculated complex has considerably less steric hindrance than the real system (the influence of the steric hindrance will be discussed later). These distances indicate that B and H are
both close to the metal centre (Ru-B exp=2.849 Å, calc=2.900 Å; Ru···H exp=2.07 Å, calc=1.969 Å) as also indicated by a B-H···Ru angle of 125°. It is therefore interesting to find that the calculated overlap population shows the presence of a bonding interaction only between Ru and H (Ru···B has a negative overlap population). Short distances may not always imply that a bonding interaction exists [57].

Several borane complexes have been studied by computational methods [58–60]. These complexes can be either considered as being σ adducts or as having α-agostic B-H bonds. Species like 14, which has been found as minimum on the potential energy surface by MP2 calculations, does not correspond to an existing compound but displays some of the bonding characteristics of systems observed experimentally. The geometry of 14 is unusual: BH₃ is not planar and the complex seems to be a planar M-BH₂ unit with H bridging the M-B bond. The bonding differs substantially from that in other σ complexes. Donation from the B-H bond to M occurs, but unlike for most other σ complexes, back bonding from Os does not go into σ*B-H but goes to a boron p orbital that is non-bonding with the bridging H atom. Such back donation cannot cleave the B-H bond. It would be interesting to analyse further the differences and analogies between the α-agostic CH₃ complex and this BH₃ complex.

The complex, 15a, model for the titanium complex 15b, where the ligand is a catecholborane has been calculated by MP2 calculations. As in 14, the Ti-BO₂ moiety is planar and H bridges the Ti-B bond. The electron delocalization in the complex illustrated by 14c, creates an unusual three centres bonding in the B-Ti-B triangle [59, 60]. In the case of much longer distance between H and the boryl group, another geometrical pattern has been recently obtained for [(PR₃)₂RhHCl(Boryl)] (Boryl=Bpin, Bcat). These complexes have been studied by X-ray and neutron diffraction and by DFT calculations [61]. In these complexes, a weak H···B interaction has been evidenced. The boryl group has two possible orientations depending on the exact nature of the surrounding ligands: it is either perpendicular to the plane containing Rh, H and B (and is thus similar to the previously described complexes) or it is coplanar with Rh, H and B. In the later case, it is suggest-
ed that the $\sigma_{BO_2}$ orbital participate to the bonding with the hydride. This later orientation is observed when steric hindrance disfavors the other one.

The tendency for a $\sigma$-borane coordinated to a metal fragment to create an additional bond to B results in the formation of a coordinated dihydroborate in presence of a hydride ligand [62]. This leads naturally to the consideration of BH$_4^-$ complexes: they are $\sigma$ adducts and not agostic systems and calculations show the mode of coordination varying from $\eta^1$ to $\eta^3$ [58, 63, 64].

4.2 The Si-H Agostic Bond

Several reviews on silane organometallic chemistry have been written, both on experimental [65–67] and theoretical aspects [68]. The agostic Si-H bond has been shown in early [69–88] and late [89–96] transition metal complexes in a wide variety of situations. The Si-H bond is a better candidate for an agostic interaction than C-H because it is more polarisable and the H is more hydridic. Computational studies confirm the presence of an M···H-Si interaction in various systems. A recent review summarizes the computational studies up to 2002 [68]. It is interesting to include the $\sigma$ complexes. For instance the two hexacoordinated d$^6$ complexes, 16 (characterized by X-ray [97]) and 17 (characterized by NMR [98]), probably have similar electronic M···Si-H interactions although no calculations have yet been carried out to test this. The difference between the two complexes could thus be mostly due to the fact that the Si-H bond is forced to remain in close vicinity to the metal in 16 because the alkene does not dissociate easily. This factor (essentially entropic) allows the experimental observation of weaker interactions.
Lin showed that many complexes are consistent with the Si-H bond acting as an electron donor to the metal via $\sigma_{\text{Si-H}}$ and as an electron acceptor via $\sigma^*_{\text{Si-H}}$. The $\sigma_{\text{Si-H}}$ orbital is higher in energy than the $\sigma_{\text{C-H}}$ and the $\sigma^*_{\text{Si-H}}$ is lower in energy than the $\sigma^*_{\text{C-H}}$, so Si-H acts as a better ligand than C-H to a metal by being both a stronger Lewis base and a stronger Lewis acid. The Ru$^{II}$ complex containing two Si-H bonds in a chelating ligand, 18, is illustrative of the interactions at work. Computational studies have been carried out by Lin [68, 94] and Marsden, Barthelat et al. [92] independently. In this complex the two Si-H bonds would take a trans coordination if the complex remains octahedral. However a distortion occurs, which puts the two Si-H in a pseudo cis coordination, and allows optimal back donation from the occupied d orbitals into the two $\sigma^*_{\text{Si-H}}$ orbitals. It has been proven, by optimising the real system as well as a model in which the two Si-H bonds are not part of a chelating group (19), that the observed distortion in the experimental complex is not induced by the chelating group. Whereas, the need for optimal back bonding is clearly an important parameter, one should not neglect the fact that the two Si-H ligands, which have a weak trans influence do not like to be trans to each other. This also favours the observed distortion.

In cases where there is no back donation possible from the metal centre, such as in the d$^0$ ansa lanthanocene-N(SiHMe$_2$)$_2$ complex, 20, $\beta$-agostic Si-H bonds have also been observed and calculated by DFT [72–74]. The calculations reproduce the experimental data well especially when Me groups are present on the silyl group. The nature of the La$\cdot\cdot\cdot$H-Si interaction has been analysed. The attraction is found to be dominated by an electrostatic attraction. The covalent part is small and the 4f orbitals play no role in the bonding. The Si-H bonds are strongly polarized and weakened by the positively charge La centre. The interaction energy is estimated to be as high as 8 kcal mol$^{-1}$, which causes an unusual opening of the Si-N-Si angle. This illustrates that a Si-H bond engages in rather strong agostic interaction. The strength of the Si-H agostic interaction has even resulted in artefacts in some calculations. Thus, it proved inaccurate to use La(N(SiH$_3$)$_2$)$_3$ as a model for La(N(SiMe$_3$)$_2$)$_3$. The presence of three Si-H bonds, which do not exist in
La(N(SiMe3)2)3 modifies the geometry of the coordination sphere at La \[99\]. In contrast, the calculations of the full experimental system give a geometry in very good agreement with the experimental data (see below).

The propensity of the SiR2H group to promote M⋯H-Si bonding is also illustrated in a study of a 14e T-shape Pt(PH2-C2H4-PH2)(SiHR2)+ complex where R=H, Me, SiH3, Cl, OR, and NMe2 \[96\]. An unusual minimum with an H bridging a Pt-silylene bond (Pt-Si-H=80°) has been found in the case of the SiH3 group in addition to another structure, which has the traditional agostic Si-H bond (Pt-Si-H=94°). In contrast to the case of the CH3 complex (also studied in this work) where the traditional agostic structure and the hydrido-carbene complex each correspond to minima, no hydrido-silylene complex is found as a minimum. When R is different from H, R is found to be at the bridging position in preference to H. An analysis of the electronic density by the AIM theory confirms the presence a ring critical point, not seen in the case of a C-H α-agostic interaction.

Nikonov, on one hand, and Sabo-Etienne and Chaudret on the other have shown independently the existence of an interesting secondary bonding interaction(s) named either IHI for “interligand hypervalent interaction” or Si-SHA for “silicon secondary hydrogen attraction” between the silyl group and a nearby hydride. This interaction originates from the remarkable ability of silicon to become hypervalent. The following examples are an illustration of this. In RuH2(H2)L2(SiHX3) (L=PCy3), \[21\], the Si-H bond of SiHX3 is significantly elongated while the distance between Si and the two hydrides is shorter than the sum of the vdW radii \[93\]. In this complex Si is close to six atoms, a situation which has precedents in silicon chemistry \[100, 101\]. The elongation of the Si-H bond can be rationalized by the donation of the Ru d orbital in $\sigma^*_{Si-H}$ but there is most probably an enhancement of the elongation due to the additional Si⋯H interaction with the hydride ligands. Is there an agostic interaction in this complex? Strictly speaking, RuH2(H2)L2(SiHX3) is an 18e complex with a coordinated silane which according to Kubas should not qualify as an agostic complex. However, the close contacts between the nearby hydrides and Si can transfer some density to Si. This leaves the metal as electron deficient and one can thus consider that the shortest Si-H bond compensates this electron deficiency.
The Si···H interaction occurs in a wide variety of systems with one or two silyl groups such as 22 and 23 [79–85, 102, 103]. In the most general case, only one hydride is involved and the silicon centre is surrounded by five groups, a classical hypervalent situation for silicon [100, 101]. The presence of electron withdrawing atoms such as Cl on Si shortens the Si···H distance as shown by MP2 calculations on 22 [103] and DFT calculations on 23 [80], which agrees with the greater tendency of Si to become hypervalent in the presence of electronegative atoms.

It has been pointed out that the calculated Si···H distance is very sensitive to the nature of the modelling [80]. This dependence is probably associated with the relative weakness of the interaction which is thus challenging to reproduce. A related difficulty had been noticed in the case of stretched dihydrogen complex [13]. The recent characterisation of a stable hypervalent Si dihydride stabilized by the presence of K+(18crown6) [104] and systems like RuH₃(SiCl₂Me)(PPh₃)₃, 24 [105], which has three non-classical Ru-H···Si interactions, further supports the proposal of IHI and Si-SHA and illustrate the generality of the Si···H attractive interaction [106]. The same interaction appears in some germyl complexes [102]. These interactions give unusual fluxional [107] and spectroscopic (notably NMR) properties to the complexes [85, 108, 109]. It has even been generalized to Si···Si interaction [110–113]. It is unclear if one should consider complex 25 as having agostic Si-H bond or not but the very unusual structure and bonding pattern deserves mention [114]. In this complex, the SiH₄ is coordinated to two metal centres and serves as both electron donor and electron acceptor towards each metal.
The unusual aspect of it is that the back-donation from one metal occurs into the Si-H bonds that act as σ-donors to the other metal.

In conclusion, one can look at the silyl hydride complexes in a number of ways, either as coordinated silane with a very elongated Si···H bond or as complexes of hypervalent silicon moieties with an agostic Si-H bond [109]. It should be pointed out that the ability of Si to become hypervalent in the vicinity of a transition metal fragment has some important consequence on the reactivity of silane derivative in metathesis reaction with lanthanide complexes [115].

5 X-Y Agostic with Y Different from H

5.1 The C-C Agostic Interaction

Because of the relationship between the agostic interaction and the cleavage and formation of bonds, the C-C agostic interaction is especially desired but is unfortunately very rare. In most cases where an alkyl chain is near a metal centre, a C-H agostic bond is established in preference to any other case. The CH₃ group shields the C-C bond from the metal centre resulting in a C-H bond being in general more accessible to the metal than a C-C bond. To our knowledge there are three reports of an agostic C-C bond. The first system describes an unusual electrophilic 14e titanium centre in an environment that is shielded sterically from both C-H bond and external coordinating agents, such that the metal can only make additional contacts with the accompanying C-C single bonded framework [116]. DFT calculations confirm the bonding situation between Ti and C. However further studies show the absence of a Ti···C-C contact (no bond critical point) [117]. The second system concerns a quinonoid type complex for which the X-ray structure shows well the C-C in proximity to a Rh centre [24] but no calculations have been carried out. The third system is a cyclopropyl complex TpMe₂NbCl(c-C₃H₅)(MeCCMe) [25, 26]. The crystal structure of this cyclopropyl complex reveals the presence of an elongated C-C bond. QM/MM(ONIOM) calculations have addressed the competition between the β C-H and α C-C agostic interactions. The α C-C agostic interaction is found to be preferred and test calculations
changing the steric bulk in the complex reveal that the preference for the α C-C agostic is of electronic origin. This is attributed to the fact that the C-C bond of the cyclopropyl group is not a normal C-C bond. Whilst the HOMO of propane has a dominant C-H bonding character, the corresponding orbital in cyclopropane is localised between the carbon centres and the orbital with dominant C-H character lies some 2 eV lower in energy. Thus although the preferred conformation places both the α C-C and β C-H bonds close to the agostic bonding position, the unusually high energy of the C-C σ orbitals in the cyclopropyl ligand dictates the preference for the C-C, rather than the C-H, agostic structure. These results suggest that a normal C-C bond may not be a good candidate for an agostic interaction. This suggests also that steric hindrance and geometrical constraint could be involved in the agostic C-C bond in the quinoid Rh complex [24], although the C-C bond is part of an n-alkyl chain.

5.2 The Si-C Agostic Interaction

It has been observed that the Si-C bond β to the metal centre is unusually long in early transition metal complexes and mostly in lanthanide and some uranide complexes of CH(SiMe3)2 [28, 118–120] and N(SiMe3)2 [27, 121–129]. Similar effects have also been reported in Cr(CH(SiMe3)2)3 [130] and In(CH(SiMe3)2)3 [131] and have been inferred in [Mg(CH(SiMe3)2)]∞ [132]. For instance, in La(CH(SiMe3)2)3 the long Si-C bond is 1.92 Å and the short one is 1.89 Å [119]. The elongated Si-C bond is invariably that closest to the metal, the M-C-Si angle is smaller (e.g. 102°) than the usual tetrahedral angle; similarly the M-N-Si is smaller than that in an amido coordinat-ed ligand (see, for instance, [27]). All these facts point towards an agostic Si-C bond. It is interesting that in these complexes the γ C-H bonds, whilst not so far from the metal centre, seem unaffected.

Apart from the early calculation at the HF level on a Pd complex with an alkenyl complex containing a β Si-C bond [118], the computational studies of these complexes are recent due to the large size of the species and to the presence of lanthanide metal centre. The calculations have been carried out using DFT (B3LYP) [28, 30, 31] and QM/MM(ONIOM (B3PW91/UFF)) [29, 133] approaches. All calculations well reproduce the experimental data and the results improve when a more complete model, closer to the experimental systems, is used. Since the QM/MM and DFT calculations give similar results, this shows that some of the substituents such as the Me groups not involved in the agostic interaction, play only a steric role (see more about this problem later). Studies of several models show the exclusive elongation of the bond β to the metal and closest to it regardless of the nature of the bond, i.e. Si-C, Si-H or C-C. A C-C bond would be relatively less elongated than a
Si-H or Si-C bond. Furthermore, no elongation of a γ C-H bond is noticed even for the C-H bond closest to the metal centre.

Two slightly different interpretations have been offered in the case of LnX₃ (X=CH(SiMe₃)₂ or N(SiMe₃)₂). The divergence arises from the way the bond between the lanthanide and the ligand is considered. All workers agree that the M-X bond has a large ionic component and that the covalent part is based on the high lying empty d orbitals and not on the f orbitals. All workers also agree that the non planar shape of LnX₃ is due to the participation in Ln-X bonding of the d Ln orbitals. Two sets of authors [28, 30, 31] consider that the empty d orbitals are also responsible for the Si-C agostic interaction and thus propose an interpretation following that of Brookhart and Green. The electron density of the Si-C bond is partially donated to the empty metal d orbitals. The other interpretation is based on the very large ionic character of the Ln-X bond. The calculated NBO charge is 2.3 for LnR₃ (R=alkyl), which is close to the formal charge derived from the oxidation number and the additional electron density is mostly in the d orbitals. Much larger differences between the calculated and formal charge are found in d transition metal chemistry [133]. The ionic nature of the Ln-X bond puts the two electrons of the M-X bond mostly on X. The two electrons located on the atom coordinated to the metal centre are thus delocalised through the organic ligand. This delocalisation is well known in organic chemistry and has been called “negative hyperconjugation” [134]. It occurs when electrons located in a high lying orbital are stabilized by the proper combination of σ* orbitals of the neighbouring bonds (26a). This in turn lengthens the bonds involved in the delocalization. In the case of CH(SiMe₃)₂⁻, the two electrons located on the carbanion are delocalised on all σ*Si-C which lengthen all β Si-C bonds (26b). The delocalization is more efficient than in a C-C bond because σ*Si-C is lower in energy than σ*C-C. The metal plays a role through an electrostatic interaction by lowering more the energy of orbitals located on atoms nearest to it. This makes the σ*Si-C orbital closest to the metal, the most efficient to delocalise the electrons of the carbanion. It is thus the one to lengthen the most (26c). This interpretation is consistent with the lesser Si-C elongation in the case of the N(SiMe₃)₂ group. A more electronegative N tends to delocalise its electrons into the β Si-C bonds to a lesser extent. The presence of delocalisation has been supported by photo-electron spectroscopy [135]. The interpretation is closely related to that published at almost the same time on the alkyl-lithium complexes [49].

It is not really possible to choose between the two interpretations. They both rationalize the geometrical pattern well. The classical interpretation (electron density transferred to the metal) has the advantage of using d orbitals that are also used to rationalize the pyramidal geometry of LnX₃. It does not explain well why the γ C-H bond are so unaffected but it has the advantage of following “Occam’s razor”. Delocalization within the ligand is consistent with the earlier work on the α-agostic interaction. It is also consistent with the fact that the presence of a bond critical point between the
metal and the $\beta$ bond has been found to be very sensitive to the nature of the complex and thus not to be the leading factor in $\beta$-agostic interaction, at least in the case of alkali (Li) [49], early transition metal [43, 44, 46, 47], and lanthanide complexes. It also accounts for the fact that there is no need of real contact between the metal and the elongated bond. This explains that the Si-C bond can be elongated even if the CH$_3$ groups of the trimethyl silyl group shield the $\sigma$ Si-C electrons. The reality is probably a combination of the two effects.
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\caption{Examples of $\beta$-agostic interactions.}
\end{figure}

5.3 X-Y Agostic with Y Bearing Lone Pairs

In their initial discussion of the concept of the agostic bond, Brookhart and Green included bonds between C-X (X=halide) and a metal because they viewed them as examples of a 3c-4e C-X-M interaction. In consequence, some authors still use this terminology for C-X-M interactions. Other authors have considered that the C-X $\sigma$ bond is not involved, however, and state that these species are not agostic [7]. Although further studies are needed, it is reasonable at present to say that X acts as an electron donor via its lone pair and involve less the electrons of the C-X bond (27) because the electrons of the X lone pair are more accessible and also at higher energy than those of the C-X bond. In this case, the C-X bond behaves like a true dihapto ligand with two strong bonding interactions (M-X and M-C), and a classical Lewis structure (27) can be written. For instance this distinction is clearly used in a paper discussing the competition between dihapto acyl and $\beta$ C-H agostic interactions [136]. To argue about whether an interaction should be considered “to be or not to be” agostic could be viewed as pointless. Despite the wide diversity of agostic interactions and despite the appeal of the word, we think that it is worth limiting the term “agostic” to cases of X-Y bonds in which none of the atoms X or Y carries additional lone pairs and the X-Y $\sigma$ bond is exclusively implicated in forming the new bond in question.
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\caption{Examples of X-Y agostic interactions.}
\end{figure}
6
The High Sensitivity of the C-H Agostic Interaction to the Nature of the Molecule

The agostic interaction is a weak interaction, that can be perturbed by small changes inside the organometallic complexes or the experimental conditions. A σ bond and notably a C-H bond is a very poor Lewis base and therefore essentially any ligand acts as a stronger base than C-H and should thus displace an agostic bond. Agostic interactions are thus observed in non-coordinating solvents.

6.1
The Energetic Magnitude of the Agostic Interaction

Experimental determination of the binding energy of an agostic interaction has not been achieved and only approximate values are proposed. The reason is that one cannot observe a complex such as W(CO)₃(PCy₃)₂ without the agostic interaction ([3] chap. 7). An approximate binding energy of 10–15 kcal mol⁻¹ is proposed based on the bond dissociation enthalpy determined by photoacoustic calorimetry for heptane binding to W(CO)₅ [137, 138]. Computations can also estimate in an approximate manner the energy of an agostic bond because the reference point with no agostic interaction is not precisely defined and because other parameters come into play [43, 44]. Take the β-agostic C-H interaction shown in 28a. One could propose that 28b has no β-agostic C-H bond. However, some interaction between M and both H₂ and H₃ cannot be excluded. Further, the alkyl chain has gone from an eclipsed conformation to the intrinsically more stable staggered conformation. The difference in energies between 28a and 28b, which is a composite of all these changes, is however used to evaluate the energy of the agostic interaction [43]. The agostic interaction energy ranges from very weak to usually no more than 10 kcal mol⁻¹. It is not possible to cite here the extremely large number of systems that have been calculated. We report the reader to the reviews written in 2000 for the special issue on Computational Transition Metal Chemistry in Chemical Review. The paper by Niu and Hall gives references to many works where agostic interactions have been seen (see for instance studies of olefin insertion, polymerization) [139].
We would like to highlight two pieces of work: one that addresses the role of the metal and the other one that addresses the electronic role of coordinated ligands.

A DFT study of the \( \beta \)-hydride and methyl migratory insertion in \( \text{CpM(PH}_3)(\text{CH}_2\text{CH}_2)\text{R}^+ \) (\( M=\text{Co}, \text{Rh}, \text{Ir}; \text{R}=\text{H}, \text{CH}_3 \)) shows that the strength of the \( \beta \)-agostic interaction decreases down the cobalt triad [140]. This trend has been established by comparing the energy of the \( \beta \)-agostic complex with that of the \( \alpha \)-agostic complex where the agostic interaction is weak. The \( \beta \)-agostic interaction is especially strong for cobalt. The \( M-C_H-C_1/C_1/C_1 \) agostic bond is thus primarily established by donation of charge from the occupied \( \sigma_{C_H} \) orbital to an empty d-based orbital on the metal. According to normal ligand field arguments, the destabilization increases from 3d to 5d. Thus cobalt has the most suitable acceptor orbital and the strongest \( \beta \)-agostic bond.

Another trend arises from the comparison of the neutral and cationic complexes \( \text{Ru(PH}_3)_2(X)(\text{H})(\text{C}_2\text{H}_5)^n^+ \) (\( X=\text{Cl}, \text{q}=0; X=\text{CO}, \text{q}=1 \)). The \( \beta \) \( C_H \) agostic interaction is estimated to be around 7 kcal mol\(^{-1}\) in the case of the cationic complex with \( X=\text{CO} \) and 12 kcal mol\(^{-1}\) for the neutral complex with \( X=\text{Cl} \) [141]. The more elongated \( C_H \) bond in the later system is in agreement with the stronger interaction. In the agostic complex \( X \) is essentially \( trans \) to the agostic bond. Therefore the stronger agostic interaction in the case of \( X=\text{Cl} \) could be due to the small \( trans \) influence of \( \text{Cl} \), which increases the \( \sigma_{C_H} \) to \( \text{Ru} \) donation and the larger back donation \( M \) to \( \sigma^*_{C_H} \) associated with the lone pairs on \( \text{Cl} \). It is interesting that the back donation seems to play no important role in the comparison \( \text{Co}^{III}, \text{Rh}^{III} \) and \( \text{Ir}^{III} \) but rationalizes well the results for the \( \text{Ru}^{II} \) complexes.

There is probably no general rule for ranking the energy of an agostic interaction. We have just seen above how \( \text{Cl} \) acting as a poor \( \sigma \)-donor (weak \( trans \) influence) and as a \( \pi \) donor ligand strengthens the agostic interaction compared to \( \text{CO} \). Opposite trends arise from the study of the compounds \( \text{Tp}^+\text{Ta}((\text{CHC(CH}_3)_3)(X)(X') \) (\( X=\text{Cl}, \text{Br}; X'=\text{Cl}, \text{OR}, \text{NMe}_2 \); \( \text{Tp}=\text{hydrotris(3,5-dimethylpyrazolyl)} \text{borate} \) [142]. \( \text{Tp}^+\text{Ta}((\text{CHC(CH}_3)_3)(X)(X') \) have an \( \alpha \) \( H-C \) agostic interaction from the alkylidene \( C_H \) as proven by the low \( ^{1}J_{C-H} \) values. The strength of the \( \alpha \)-agostic interaction depends upon the ability of the remaining ligands to function as \( \pi \)-donors. With weak \( \pi \)-donor ligands (halides), a strong \( \alpha \)-agostic interaction is observed. Stronger \( \pi \)-donors disfavour the \( \alpha \)-agostic interaction. No computational studies of these species have been carried out and the results are discussed in term of a competition between the ability of the \( C_H \) bond and the ligands to give electrons to the metal centre. The stronger the \( \pi \)-donor, the weaker the agostic interaction, just the opposite of what has been calculated for the \( \text{Ru(PH}_3)_2(X)(\text{H})(\text{C}_2\text{H}_5)^n^+ \) complexes. The coordination sphere of the metal as well as the total charge certainly play a role in the different responses to the nature of the coordinated ligands towards agostic interaction of the two family of complexes. Also to be noticed, the early HF calculations of Morokuma on the hexacoordinated \( \text{Ti}^{IV} \) complex-
es indicates that Cl favoured the agostic interaction compared to H [23, 42]. A general rule is clearly not possible.

6.2 The Steric Influence of the Ligands

The key role of the steric factors has been established in the study of the 14e 4-coordinated d⁶ IrH₂L₂⁺ complex. The X-ray structure for L=P(³Bu)₂(Ph) shows the presence of two remote C-H agostic interactions, one from a C-H bond of a ³Bu group of each phosphine ligand. These two agostic interactions complete the octahedral coordination sphere around Ir. The P-C¹-C² angle of the agostic bond is 92°. It has been first established by calculation for L=PH₃ (29) that the saw horse geometry of IrH₂L₂⁺ (piece of octahedron with two cis empty sites) is not due to the agostic interaction but is preferred for a diamagnetic tetracoordinated d⁶ complex [143]. In the case of a paramagnetic electronic state, a planar structure has been found to be preferred for an isoelectronic complex [144]. Calculations have then been carried out for L=PH₂(CH₂CH₃) (30). This model includes all the atoms of the coordination sphere of Ir and of the alkyl chain involved in the agostic interaction and models by H all other substituents. Even though the initial guess for the optimisation process is the experimental structure, in which the agostic C-H bonds are close to the metal, the optimisation process opens the Ir-P-C angle and moves CH₃ away from the metal centre. In the optimised structure, the bond angles at the phosphine are tetrahedral and the two alkyl chains are staggered in place of eclipsed. Clearly the energy to pay to diminish the P-C¹-C² angle and to eclipse the alkyl chain is not compensated by the binding energy of Ir···H-C, which is especially small because the agostic C-H would be trans to a hydride (strong trans influence). The full experimental complex (31) was then calculated at the QM/MM (B3LYP:MM3) level using IMOMM [145, 146]. In this calculation, the atoms calculated at the QM level are identical to that of the previous calculation for 30 but all substituents previously modelled by H are represented at the MM level and play exclusively a steric role. The geometry converges to a structure close to the experimental value. In particular the P-C¹-C² angle is 102° and the chain is eclipsed.
The steric hindrance of the substituents on the phosphine prevents the alkyl chain from moving away from the metal and probably even favours the eclipsed conformation. In other words the other substituents force one of the 'Bu group to be in the vicinity of the metal centre. These results should be viewed in a broader context. Thorpe and Ingold have identified an influence of increasing steric bulk in R of a CR₂ group on ring formation involving this CR₂; bulky R groups, by increasing the R-C-R angle, favour the kinetics and thermodynamics of formation of rings containing the CR₂ groups, especially small rings [147]. Similarly, Shaw has elaborated a similar idea for PR₂R' ligands [148, 149]: bulky substituents R encourage ring closure [150], bridging and orthometalation when R'=C₆H₅ [151, 152].

The above result raises the key question: is the agostic interaction a result of the steric constraint, i.e. is the C-H bond near the metal because it is the best way to avoid the other substituents or are there some additional electronic features? A combined experimental and theoretical study has provided answers to this question. The 16e complexes IrH₂(PR₂Ph)₃⁺, with small and large R, have been selected [153]. These complexes have one empty site trans to a hydride and can have a single C-H remote agostic interaction from the carbon chain of one of the phosphine ligand. When R is small (R=isopropyl), the X-ray structure shows the absence of any agostic interaction. QM/MM calculations give similar results. When R is large (R=cyclohexyl), the X-ray structure shows the presence of one agostic interaction from the cyclohexyl group. Two QM/MM calculations have been carried out. In one set of calculations, all substituents of the phosphine ligands have been represented at the MM level and only atoms directly bonded to Ir have been represented at the QM level. At such a level, the substituent position is set by the steric hindrance but there is no possible electronic interaction between C-H and the electron deficient metal centre because there is no electron density in the C-H bonds. Starting the optimisation process from the X-ray structure, the calculations give a structure that is very close to the experimental results but with a longer Ir\(-\cdot\)C distance (3.17 Å vs 2.92 Å). In the following set of calculations, the carbon backbone carrying the C-H agostic bond is introduced at the QM level. This introduces the possibility of electronic attraction between the weakly donating C-H bond and the empty Ir site. Optimisation of geometry gives essentially the experimental structure with an Ir\(-\cdot\)C distance even slightly shorter than the experimental value (2.88 Å vs 2.92 Å). This shows that the steric effects encourage the agostic interaction. It also shows that small changes (such as changing cyclohexyl to isopropyl) have remarkably large consequences on the optimal structure of the molecule because the overall structure is the result of a number of competing small interactions. Other examples of this competition will be described further in this section.

Steric factors are not mandatory for the agostic interactions as evidenced from the numerous examples deprived of any apparent steric strain. However, they can be instrumental in a number of subtle ways. As an example, in
an isopropyl tris(pyrazolyl)boroniobium complex, the interplay between electronic and steric effects account for the rarely observed equilibrium between α- and β-agostic C-H interaction (Eq. 1) [154, 155]. The steric hindrance around the metal caused by the methyl group on the Tp group as well as by the alkyne ligand limits the conformational possibilities for the R group and increases the rotational barriers. For this reason, NMR evaluation of the difference in energy between the two types of agostic interactions was possible. The β-agostic complex has been found to be more stable in agreement with the general preference for the β-agostic bond compared to the α-agostic. However, the difference in free energy between the β- and α-agostic complexes at 193 K is only 2.2 kJ mol⁻¹. The QM/MM (IMOMM) calculations reproduce remarkably well the very small difference in energy between the two species (the computed difference in energy of 9 kJ mol⁻¹ is compared to ΔH₀=7.4 to 9.7 kJ mol⁻¹ depending upon the nature of the far remote substituent on the Tp(Me₂) group). Furthermore also in agreement with the experimental evidence, replacing the iPr group by an ethyl shows only the presence of one minimum corresponding to the α-agostic complex. Whereas, the excellent agreement between experimental and calculated values is fortuitous, this illustrates the present power of the computational methods.

6.3 The Agostic Interaction: One Weak Interaction Among Other Ones

In the absence of severe steric hindrance among the ligands and, if electronic effects do not prevent the interaction, an agostic interaction is expected when a C-H bond can come geometrically in the vicinity of the metal empty coordination site. For these reasons, the following sets of observations have been puzzling [156]. A remote agostic Ir···H-C interaction is observed from the tBu group in 32 (L=PPh₃) as shown by X-ray diffraction and NMR results. However when the tBu group is replaced by an iPr group, this interaction disappears (33, L=PPh₃). QM/MM (ONIOM) calculations have offered a
rational for this unexpected result. A first set of calculations at the full DFT level in which the calculated molecule differs from the experimental molecule by the replacement of $L=\text{PPh}_3$ by $L=\text{PH}_3$ reproduces well the geometrical features of 32.

Similar calculations done on 33 ($L=\text{PH}_3$) and 34 ($L=\text{PH}_3$) shows the presence of two minima. It also shows that the anagostic structure 33 is less stable than the agostic structure 34 by only 0.7 kcal mol$^{-1}$ and such a discrepancy could be viewed as intrinsic to the accuracy of the calculations. However, QM/MM (ONIOM) calculations including the Ph groups of the PPh$_3$ ligands in the MM part reveal an unexpected result. The anagostic structure 33 ($L=\text{PPh}_3$) becomes more stable than the agostic species 34 ($L=\text{PPh}_3$) by 3.2 kcal mol$^{-1}$. Close examination of the geometries of the two minima reveal the presence of a efficient $\pi$-stacking between one Ph group of each phosphine and the benzoquinoleate (bq) ligand in 33 as shown in 35, and less efficient $\pi$-stacking in the agostic structure 34 (see 36). Furthermore the $\pi$-stacking found in 33 is identical to that which is observed in the bq-1Bu complex 32. This shows a competition between weak forces ($\pi$-stacking and agostic interaction) in this set of molecules. The best compromise in this case is not the agostic complex.


7 Conclusions

While there is probably rarely much ambiguity in an experimental determination of an agostic bond for a chemical system by using a combination of structural and spectroscopic information, the physical reasons for its occurrence are far from fully understood. One can at least distinguish several contributing factors.

A ligand with an agostic bond should be viewed as a dihapto ligand with a strong bond to the metal (main point of coordination) and also a weak bond, the agostic bond. With this in mind, one might expect that any factors that affect the \( \eta^1 \)- vs \( \eta^2 \)-character of a potentially chelating, hemilabile ligand will similarly affect a potentially agostic ligand. There are some requirements for the ligand and some for the metal fragment. The dihapto coordination of the agostic ligand requires a rather flexible ligand because geometrical distortions are needed to bring the agostic bond into the vicinity of the metal centre. Some bond angles should be able to take small values even ones far from their equilibrium values. The organic chain should be able to fold which may introduce several eclipsed-eclipsed interactions. These deformations and conformations are all energetically demanding. On the metal fragment side, the metal should have either empty coordination sites or should be able to distort at a low energy cost to accommodate the agostic bond. The ability to distort is high for certain electron counts and certain coordination numbers. For instance, the octahedral geometry is sterically unfavourable for entry of a seventh ligand but the \( \text{d}^6 \text{ML}_6 \) hexacoordinated complex naturally moves away from the octahedral structure especially in absence of strong \( \pi \)-donor ligands. In contrast, the tetracoordinated \( \text{d}^6 \text{ML}_4 \) complex seems to be always unfavourable for the agostic interaction.

The origin of the agostic interaction has been the object of some debate. Is the donation of the H-C bonding pair to the metal the main driving force for the agostic interaction? The case is far from being so simple. We have seen that the agostic interaction can modify the energy of the main anchoring bond of the ligand. We have discussed delocalization within the ligand. We have seen some bond formation between the metal and H with the help of the AIM analysis. Remarkably we have never mentioned the formation of a bond between the centre of the C-H bond and the metal centre but we have seen a bonding pattern involving the metal and the entire organic ligand in a cyclic bonding in the case of some \( \beta \)-agostic complexes, in agreement with the idea of delocalisation. This proves that there is probably through-bond and through-space bonding taking place. There are not yet enough systematic studies of all possible situations to be able to evaluate the relative importance of the two types of bonding as a function of the metal centre. In particular the delocalisation has been studied for early transition complexes where the M-X bond is very ionic, which probably enhances the delocalisa-
tion within the organic ligand. It should decrease for late transition metal complexes due to the increased covalent character of the M-X bond but no quantitative studies have been carried out in such systems. We have just been informed of further studies with AIM method for the β-agostic interaction [157].

The angular distortion is especially drastic in the α-agostic interaction. For this reason, it is more rarely found and depends very strongly on the coordination number at the metal because the agostic bond significantly modifies the main bond between the metal and the ligand carrying the agostic interaction. In fact, calculations indicate that the occurrence of the α-agostic interaction may be determined by the reorganisation of the M-Cα bond.

The delocalisation of the lone pair electrons is not very efficient in a saturated organic ligand and is limited to the bonds β to the lone pair. For this reason, the remote agostic interaction is probably mostly due to the traditional through-space interaction between the ligand and the metal.

The agostic interaction is invariably weak and although its energy cannot be accurately defined, a qualitative estimate shows that its maximum value is around 10 kcal mol⁻¹ with probably very few exceptions towards higher values. The agostic interaction can thus be hampered by other conflicting interactions. We are all aware that any ligand could displace an agostic interaction and coordinate to the metal. Less obvious are some subtle interactions within the unsaturated complex such as the ligand-ligand attractive interaction. It is clear that other cases will be discovered. The agostic interaction is also favoured when the ligand is forced to stay in the vicinity of the metal centre. Steric hindrance has been found to be very efficient contributors to the agostic interaction by preventing the organic ligand to move away from the metal centre and by enforcing its folding and small bond angles in such a way that a σ bond is within reach of the empty metal coordination site. Calculations have however shown that an electronic interaction between the agostic bond and the deficient metal centre persists. After completion of this manuscript, a review on the agostic interactions in d⁰ metal alkyl complexes has appeared [158]. A very recent paper combining experimental studies (structural and Database analysis) and DFT calculations shows the interesting possibility of a γ M⋅⋅⋅η³ H₂-C (in place of the usual M⋅⋅⋅η² H-C) interaction in a Ru¹¹ complex [159].

There is still much more to understand in this remarkably useful and general concept.

Acknowledgements Part of the work presented here has resulted from long-term collaborations between the authors and a number of experimental and computational chemists throughout the world, as well as from the work of previous and present co-workers. It is our pleasure to thank R.A. Andersen (Berkeley), M. Besora (UA Barcelona), R. Bosque (Barcelona), K.G. Caulton (Indiana), R.H. Crabtree (Yale), E.R. Davidson (Indiana), H. Gérard (Paris VI), Y. Jean (Paris-Sud, Ecole Polytechnique), M.F. Lappert (Sussex), A.
Lledós (UA Barcelona), F. Maseras (Tarragona), J.E. McGrady (York), M. Etienne (LCC CNRS, Toulouse), L. Perrin (Montpellier 2), L. Maron (Paul Sabatier, Toulouse), G. Ujaque (UA Barcelona).

References

137. Morse JM, Parker GH, Burkey TJ (1989) Organometallics 8:2471
Computational Bioinorganic Chemistry

Robert J. Deeth (*)

Department of Chemistry, University of Warwick, Coventry, CV4 7AL, UK
r.j.deeth@warwick.ac.uk

1 Introduction .................................... 38
1.1 Density Functional Theory ............................ 39
1.2 Computational Methods in Bioinorganic Chemistry .............. 41
2 Active Site Chemistry ............................... 42
2.1 Active Site Models: Experimental Considerations ................ 42
2.2 Active Site Models: Computational Considerations ............... 45
3 Applications .................................... 46
3.1 Plastocyanin and the 'Entatic State'........................ 46
3.2 Free Radical-Containing Enzymes ........................ 49
3.2.1 Class 1 RNR. .................................... 50
3.2.2 Co-enzyme B12-Dependent Enzymes ....................... 52
3.2.3 Water Oxidation in Photosystem II ........................ 53
3.2.4 Galactose Oxidase. .................................. 55
3.3 Iron-Containing Enzymes ............................. 56
3.3.1 Heme Peroxidases .................................. 56
3.3.2 Methane Monoxygenase ................................. 58
3.3.3 Nitrogenase ..................................... 60
3.3.4 Iron-Sulfur Clusters ................................ 61
4 Other Applications .................................... 63
4.1 Molybdoenzymes .................................. 63
4.2 Hydrogenase ..................................... 64
5 Summary and Future Developments ............................... 65

References ......................................... 66

Abstract Selected examples of density functional theory applied to modelling the active site structures and mechanisms of metalloenzymes are discussed. Factors influencing the design of suitable structural models and the theoretical strategies for computing their structures, energies and properties are presented before describing the calculations on a number of redox-active enzymes containing one or more of Cu, Co, Ni, Fe and Mo.
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1 Introduction

Density functional theory (DFT) has revolutionised the quantum chemical treatment of systems containing transition metal (TM) centres [1, 2]. Although this revolution is really less than 20 years old, DFT has existed in various simplified guises for much longer—most notably for TM chemists in its Xα form [3, 4].

The Xα model is an exchange-only version of DFT and its most popular implementation employed the multiple scattering theory of plane waves with respect to the so-called “muffin tin” potential. The latter assumed each atom was surrounded by a spherical potential with a constant potential outside these spheres. Within each sphere, the Slater exchange expression was multiplied by a constant, α, which was normally chosen such that the Xα atomic energy matched its corresponding Hartree-Fock value [5]. Outside the atomic spheres, a weighted average value of α was used and, if the system carried a net charge, the whole ion was encased in a Watson sphere of equal but opposite charge.

The multiple scattering Xα (MSXα) model was successfully applied to the electronic structures of a number of TM species but the model suffered from a serious drawback. The spherical averaging of the potential leads to unrealistic geometries. For example, the MSXα predicts water to be linear. Two important developments were needed before the Xα scheme would become more useful. First, shape approximations of the molecular potential had to
be replaced by more accurate treatments [6] and second, analytical expressions for the energy gradients were needed [7].

Energy gradients allowed optimal geometries to be computed automatically. However, while the Xα method gave quite good electronic structures [8–13] it gave quite poor geometric structures, even with accurate potentials, which necessitated the rapid development of improved functionals. The simplest functional is the local density approximation (LDA), which has both exchange and correlation [14] terms constructed within the uniform electron gas model. While a good starting point, the LDA suffers from a number of problems and has largely been replaced by the plethora of extended and enhanced functionals available today.

Contemporary DFT combines both the reasonable description of the electronic structures of TM compounds with excellent geometries and has rapidly supplanted the more ‘traditional’ Hartree-Fock approximation. Its impact is especially marked in the field of bioinorganic chemistry and this review focuses on developments and applications of DFT to TM species of biological relevance and brings together various themes in quantum bioinorganic chemistry which have themselves been recently reviewed [15–21].

Nature employs TM ions in many diverse ways but the most significant for the present purpose is to mediate redox chemistry. Hence, the coverage will be restricted to TM systems which are associated with a change in the metal’s oxidation state. This admittedly subjective choice basically precludes zinc enzymes like, for example, carbonic anhydrase, and structural proteins like the zinc fingers but is further justified here in that the theoretical treatment of zinc systems is, compared to redox-active TM species, substantially easier. We will concentrate on metalloenzymes and, in particular, on the catalytic chemistry occurring at the active site.

1.1 Density Functional Theory

Some technical aspects of DFT are covered elsewhere in these volumes and more detailed treatments can be found in the literature [2, 22–24] so only a brief resume need be repeated here. The essence of the model is the density functional theorem which states that there is a unique relationship between the ground state electron density and the total energy. Thus, in principle, if the true density, ρ, is known, the exact energy $E=E[\rho]$ can be computed. The density ρ is a function of the electronic coordinates and $E$ is a function of $\rho$—i.e. $E$ is a functional—a function of a function.

The density functional theorem states that $E$ exists but provides no way to derive its explicit form. In particular, there is no explicit equation for the exchange/correlation term, $v_{xc}$, which embodies all the difficult quantum mechanical interactions between the particles in the system. We are forced
to make approximations before reaching closed expressions which can be coded up for digital computation. The usual starting approximation is based on the uniform electron gas approximation. Assuming that the electron (and nuclear) charge density is constant throughout all space, it is possible to separate the exchange/correlation potential into explicit parts. Furthermore, each part has a more or less simple dependence on the value of the electron density. For example, the exchange potential at a point in space, $v_x$, is proportional to $\rho^{1/3}$ at that point. In this sense, the exchange is local and contrasts with the exchange expression from, say, Hartree-Fock (HF) theory where the value of the potential at a given point involves integrating over all space. The HF exchange is non-local.

The local nature of the exchange and correlation makes them easier to compute and is essentially where the computational efficiency of DFT comes from compared to, say, HF theory. The exchange potential is particularly simple to evaluate but the expressions for correlation are more complicated and rather than use them directly, accurate calculated values of the correlation energy as a function of $\rho$ [25] have been fitted by Vosko, Wilk and Nusair [14]. The VWN treatment of correlation is commonly available in electronic structure codes and, together with the uniform electron gas exchange forms what is commonly known as the local density approximation. For paramagnetic systems where a different treatment of up-spin vs down-spin electron density is required, the LDA has been generalised to give the local spin density (LSD) approximation [26, 27].

The LDA was extensively employed to compute the properties of extended systems but applications to molecular systems met initially with some scepticism. After all, how could a model based on a uniform electron gas possibly apply to a molecule where the electron density is far from uniform? This attitude was probably exacerbated by the (incorrect) perception that the earlier Xα approach was itself an approximation to the HF model and so could not possibly be better. Given that the single determinant HF method was known to be a poor approximation for TM organometallic species [28], the LDA was not expected to fare much better. In the event, the LDA worked surprisingly well but it tends to overbind leading to too short bond lengths and too high ionisation potentials [7]. In response to this shortcoming, a wide variety of new functionals have been proposed which generally try to take into account the inhomogeneity of the electron density.

Despite much development, the ‘perfect’ functional has not yet been discovered but many in common use are capable of acceptably accurate results. Perhaps the most popular current functional is not a pure DFT construct at all. In an attempt to improve the accuracy of the exchange energy, Becke mixed HF exchange with pure local density exchange and empirically fitted the resulting hybrid exchange functional to give the best agreement with experimental atomisation energies, proton affinities and ionisation potentials. In conjunction with the correlation functional of Lee, Yang and Parr, the hy-
brid functional B3LYP [29–32] has become established over the last decade or so, as the de facto standard for all manner of DFT applications. No doubt this popularity is helped by the ready availability of B3LYP in widely used program systems such as Gaussian, GAMESS, Turbomole and Jaguar but more importantly, B3LYP by and large gives good results. ‘Pure’ functionals are less popular but, despite their apparent shortcomings—too low reaction barriers, a tendency to favour low-spin states—there are nevertheless still plenty of applications often employing the Amsterdam Density Functional, Dmol and DeMon programs.

1.2 Computational Methods in Bioinorganic Chemistry

As with other areas of TM chemistry, DFT has had an enormous impact on bioinorganic systems involving TM active sites. Most workers favour the B3LYP hybrid functional but, given the various approximations inherent in any calculation, the ultimate choice of functional and basis set is secondary to a verification and validation that the particular combination you are using is suitable for the task. For example, structural accuracy may be sacrificed if the energetics remain satisfactory. Wirstam et al. [33] have successfully employed the diimine ligand system shown in Fig. 1a as a model for the heme unit, Fig. 1b. Despite the obvious geometric structure differences, the electronic structures are sufficiently close to provide similar energetic results. This serves to re-emphasise the importance of careful validation of the computational protocols prior to embarking on extensive analyses of enzymatic processes. The validation process is usually a comparison with experimental data, often on smaller but related systems. Alternatively, if one is interested, say, in the chemistry of homolytic O-H bond cleavage to generate oxygen-centred radicals, the method can be validated against much higher levels of theory which would be impractical for the subsequent study. The most convincing computational work will employ one or both of these procedures.

**Fig. 1** a Cut down ‘electronic’ model for heme. b Full model for heme
2 Active Site Chemistry

Most quantum chemical modelling studies deal with active site chemistry. That is, the calculations do not really focus on how substrates and products get to and from the active site. Rather, they concentrate on the sequence of events following the arrival of substrate in the active site pocket and seek to uncover the mechanism of conversion of substrate to one or more intermediates and/or product. The obvious reason for such an approach is the assumption that the vast bulk of the protein molecule can be ignored but raises the thorny issue of whether this is a valid assumption. In practical terms, it is not possible (and arguably not desirable) to treat the entire protein quantum mechanically. Moreover, since one of the main roles of the protein is substrate selection and delivery to the active site, and since the computer modeller has explicit control over this feature, one might conclude that there is no need to consider the bulk of the protein molecule. However, the protein backbone may exert a structural influence on the active site—the entatic state [34]—while the groups around the active site produce an electrostatic field different from the in vacuo state which is the default domain of quantum chemistry. In summary, it is obviously critically important to develop a reasonable chemical model of the active site if any conclusions drawn from the calculations are to be believed.

2.1 Active Site Models: Experimental Considerations

The normal starting point for building an active site model is the single crystal X-ray structure of the relevant, or a closely related, protein or enzyme. Three types of ligating groups can be distinguished at this stage: 1) amino acid side chains, 2) cofactors such as the heme group or molybdopterin and 3) exogenous groups such as water molecules and the substrate(s). Coordination of the metal by the first two groups tends to remain largely unchanged although a side chain donor may detach and then reattach. The X-ray structure usually gives an excellent, unambiguous idea about the nature of these coordinating groups. A good example, to which we will return, is the Type I copper centre in plastocyanin (Fig. 2). The metal mediates an electron transfer process during photosynthesis and the protein has been crystallised under a variety of conditions (see, for example, [35]). Both oxidised and reduced forms have been studied and the metal remains essentially four-coordinate throughout, attached to the protein via the side chains of two histidine residues, a methionine and a cysteine.

Typically, the full amino acid is replaced by a simplified ligand which only models the metal-ligand interaction. For example, histidine is replaced by
imidazole, cysteine by methyl thiol, tyrosine by phenol, side chains binding via carboxylate group by acetate, methionine by dimethyl sulfide and so on.

Coordination of the active site metal by water molecules and substrates is obviously much more variable and the X-ray structure may be of little assistance. In order to determine experimentally the orientation of the substrate, a crystal would need to be grown with the substrate bound. Notwithstanding the problems of obtaining X-ray quality crystals in the first place, by its very nature, the enzyme will attempt to convert the substrate to product and capturing a 'bound state' may not be possible. However, many reactions require an additional reactant—say a molecule of O₂—and thus the substrate-bound form may remain stable under anaerobic conditions. The structure of catechol dioxygenase with substrate bound has been determined in this way [36].

Although single crystal X-ray diffraction studies are considered more or less definitive depictions of the three-dimensional structure, there are significant problems both with growing crystals and with the final resolution of the data. The errors on bond lengths can be substantially larger than those for 'small molecule' systems and hydrogen atom positions can never be explicitly refined. This can lead to a certain chemical ambiguity in that the structure might suggest a metal-oxygen interaction but may not be able to distinguish between terminal metal-oxo, M=O, metal-hydroxo, M-OH or metal water, M-OH₂. Such ambiguities can usually be resolved by recourse to other experiments.

Extended X-ray absorption fine structure (EXAFS) spectroscopy is a powerful complementary technique since single crystals are not required. EXAFS gives element-specific information and has a higher resolution than single crystal diffraction albeit restricted to a range of a few Ångstroms from the
target nucleus. An illustrative example of the interplay between single crystal X-ray diffraction and EXAFS spectroscopy concerns the details of the active site of the molybdenum-containing enzyme xanthine oxidase (XnO). Single crystals of XnO were not available but the structure of the closely related enzyme, aldehyde oxidoreductase, had been solved [37]. Unfortunately, the conditions under which the crystals of the latter were grown resulted in an inactive form where the Mo=S group was replaced by a Mo=O moiety to give a five coordinate Mo(pterin)O3. However, EXAFS data on native XnO were consistent with two sulfur atoms at about 2.34 Å, another sulfur at 2.10 Å, an oxygen at 1.75 Å and a further oxygen at 1.98 Å. These results were interpreted as being consistent with a [Mo(pterin)(S)(O)(OH2)] or [Mo(pterin)(S)(O)(OH)] active site. The latter was further supported by DFT calculations [38] which matched the Mo-O contact at 1.98 Å with Mo-OH rather than Mo-OH2. The latter bond length was calculated at over 2.1 Å.

For very complicated systems, one must be cautious about over-interpreting the experimental structural data. For example, the active site of the iron molybdenum cofactor (FeMoco) in nitrogenase (N2ase) is a large, complex iron-sulfur cluster with a Mo centre at one end (Fig. 3). An enormous amount of experimental and computational effort has been expended on this system driven, in large measure, by the structural data reported by Kim et al. in 1993 [39]. Given the enormous structural and electronic complexity of this site, a variety of proposed dinitrogen binding sites have emerged with the requisite computational support. However, in 2002, further refinement of the X-ray diffraction data apparently located an additional atom buried in the middle of the cluster [40] which calls all the previous theoretical work into question since it was based on an apparently incomplete structural model. We will return to N2ase later.

Another issue about active site models concerns the possible roles played by groups not directly attached to the metal centre(s), and which therefore may not figure in the model built for the calculations, but which are nevertheless crucial to the activity of the enzyme. Obviously, there is a big problem if these roles are not recognised. However, in cases where, say, site directed mutagenesis experiments have revealed a critical role for some group or groups, the modeller needs to give serious consideration to how to in-

![Schematic representation of FeMoco cluster from nitrogenase](image)
clude these features in his or her calculations. Several examples will be covered below.

### 2.2 Active Site Models: Computational Considerations

Having collected the available experimental data one tries to construct what looks like a reasonable model. Small ligands such as water or dioxygen can obviously be fully treated but many of the other ligands will have to be truncated [41]. For amino-acid side chains, there is usually an obvious choice. For example, histidine can be replaced by imidazole, methionine by dimethyl sulfide, tyrosine by phenol, cysteine by methylthiol and so on.

If additional, uncoordinated side chain groups are believed to be involved, perhaps the best solution is simply to include them from the beginning although in the absence of the entire protein, these groups need to be anchored in some way to maintain their positions relative to the complete enzyme structure. Siegbahn and co-workers have exploited this procedure to good effect on many occasions [18, 20].

More complicated cofactors such as molybdopterin and heme could, with modern powerful computers, also be modelled in their entirety. Alternatively, a physically smaller yet electronically reasonable model system can be developed like the heme replacement shown in Fig. 1.

The next vexing issue concerns how to treat the active site environment and how this might impinge on the overall charge of the model system. In gas phase calculations, the overall system charge has a large effect on molecular orbital (MO) energies. For cations, the MOs are depressed while for anions, they are elevated. This can cause substantial problems for modelling in vacuo chemical reactions which actually occur in condensed phases. For example, while a simple aquation reaction in which water replaces, say, a halide anion is a perfectly reasonable solution process, in the gas phase, the calculation may not behave properly and may not generate an X⁻ species irrespective of how far it is removed from the metal centre.

Another problem is for multiply charged anions which, in the gas phase, generate occupied MOs with positive energies which is physically unreasonable. In reality, such a condition should result in spontaneous ionisation but the finite extent of the basis functions does not permit an electron to escape into the ionisation continuum.

The answer to these issues is to take some account of the environment which, after all, is required for the system to be stable in the first place. The simplest computational approach is to embed the model system in a continuum dielectric with a dielectric constant chosen to simulate the environment. There has been some debate about what the effective dielectric constant for the interior of a protein should be. Based on a combination of experimental measurements and theoretical simulations [17, 42, 43] the interi-
or of a protein has a low value (2–3) while the outer aqueous solution has \( \epsilon \approx 80 \). In the absence of a full atomistic simulation of the entire protein and the solvent (where the dielectric constant used in the simulations would obviously have to be one) most authors use four as a suitable average value.

An alternative to the continuum model is to model the protein electrostatic field directly. This is normally achieved by carrying out a hybrid quantum mechanics/molecular mechanics (QM/MM) treatment in which the active site model is treated with DFT while the rest of the protein is modelled via classical molecular mechanics (MM) [44]. The MM charges then implicitly define the dielectric inside the protein. In either event, it appears that excessive charges are to be avoided. That is, the quantum mechanical part of the model system will normally not have an overall charge greater in magnitude than one.

An often critical feature of TM centres in metalloenzyme active sites is their spin states. Most biologically relevant TMs can exist in multiple oxidation states and each one can have several spin states. Iron is particularly noteworthy with both \( d^6 \) Fe\(^{II} \) and \( d^5 \) Fe\(^{III} \) each possessing three possible spin states. For mono-metal centres such as heme units, there can be the additional complication of the redox state of the porphyrin ring itself while in iron-sulfur clusters with up to four Fe centres, the possible magnetic couplings are extremely complex. Moreover, the energy differences between these various possibilities can be very small indeed which presents a significant challenge to DFT.

Finally, transition metals are heavy atoms and one should consider whether relativistic effects need to be considered [45]. In general, apart from using a relativistic effective core potential, relativity is not included for first and second-row metals but must be treated for third-row species. The relativistic effect can be broken down into three components—the Darwin correction (mass-velocity), the ‘Zitterbewegung’ and spin-orbit coupling. The former two are more or less straightforward to implement and capture most of the relativistic energy.

3 Applications

The aim of this section is to illustrate the main features of DFT modelling in bioinorganic systems via a number of selected examples.

3.1 Plastocyanin and the ‘Entatic State’

The three-dimensional structure of plastocyanin was among the first metalloenzyme structures to be solved. Prior to this, there had been much specu-
lation as to the nature of the coordination geometry around the active site stimulated by a set of highly unusual spectroscopic properties [46].

The structure of the oxidised form showed basically a four-coordinate Cu\textsuperscript{II} centre bound by two histidines, a deprotonated cysteine and a methionine in a distorted tetrahedral arrangement with the \([\text{Cu}(\text{his})\text{cys})]^+\) fragment forming a trigonal unit with an axial methionine residue weakly bound at about 2.8 Å (Fig. 2).

The active site structure of plastocyanin became an archetypal example of the ‘entatic state’. The term entatic state was originally coined by Vallee and Williams [34] and brought together a number of ideas including the earlier ‘rack mechanism’ of Malmstrom [47].

The entatic state described the appealing proposition that the protein molecule enforces a special geometry on the metal centre designed to enhance the latter’s catalytic activity. The Type I Cu centre in plastocyanin involves a redox change at the copper centre which cycles between +2 and +1 oxidation states. A typical coordination geometry for a Cu\textsuperscript{2+} centre is planar and this oxidation state favours N and O donors. In contrast, Cu\textsuperscript{+} favours tetrahedral geometry and P/S donors. Since electron transport is enhanced by minimising the reorganisation energy, the optimal coordination geometry is expected to be a combination of the typical coordination requirements of both oxidation states. The actual Type I geometry is two N donors and two S donors in a distorted geometry intermediate between planar and tetrahedral and therefore appears to be perfectly designed for mediating the redox change at the copper centre. However, since the mixed donor/distorted tetrahedral structure is apparently suited to neither oxidation state, the conclusion drawn was that the protein backbone must be enforcing the structure and holding the geometry in place to facilitate the redox change, a conclusion supported by the observation that the protein structure is not significantly altered when the copper is removed. The activation energy is thereby reduced via ground state destabilisation.

This view of the entatic state of Type I copper centres held sway for two decades. However, in 1996, Ryde became interested in trying to estimate the magnitude of the entatic state energy and used DFT calculations [48]. The idea was to build reasonable models for the oxidised and reduced active sites and compare the energies of the fully relaxed structures with those constrained to be at the X-ray crystallographic coordinates. The model system was \([\text{Cu}(\text{imidazole})\text{SMe}(\text{SMe}2)]^n\), where \(n=1\) or 0. The unexpected result was that the DFT-optimised structure of the oxidised model system \((n=1)\) was essentially the same as that from the experimental X-ray crystal structure and that there was little energy difference between reduced and oxidised forms. Ryde concluded that the protein does not enforce the Type I geometry. Instead, it is a natural consequence of the donors. In particular, the structure appears to be dominated by the alkyl thiolate ligand which was known to be very covalent from earlier theoretical and experimental work.
from the Solomon group [49, 50]. Ryde’s calculations appear to show that the role of the protein is not to enforce an unusual geometry which leads to ground state destabilisation but rather to provide a set of ligands and protection of the active site from attack. Compared to ‘small molecule’ copper complexes, the ligand set supplied by the protein is unusual. Alkyl thiolates are generally unstable and lead to reduction of the copper centre. Hence, the protein plays a vital role, but the calculations are not consistent with an entatic state in this instance. Ryde extended the calculations to include the whole protein [51] which, on the one hand, gave still better agreement with experimental structures and, on the other, continued to suggest the lack of an entatic state, or, as the authors put it, ‘the blue copper proteins are not more strained than other metalloproteins’ [51].

These conclusions are controversial. The current state of play appears to be something of a stalemate. Gray, Malstrom and Williams [35] propose that what is needed is ‘a first principles calculation of a blue copper reorganisation energy that includes all inner-sphere and outer-sphere (protein and solvent) contributions’. Such a calculation is not yet possible. Moreover, there are some problems with the in vacuo theoretical models especially the axial binding in the reduced state. The X-ray structures give very much longer contacts than theory although the energetic consequences are computed to be relatively small [48]. Moreover, it is possible to modify the properties of the protein by mutating groups which are not bound to the metal and do not feature in the DFT model.

The question of the entatic state in Type I copper centres looks set to enter a new phase of controversy. Szilagyi et al. [52] have reported the ‘spectroscopic calibration of DFT’ which suggests a problem with calculations on copper(II) species. Experimental data on [CuCl$_4$]$^{2-}$ give a metal spin density of 0.62 but ‘standard’ DFT calculations give a much lower value, a result which appears to be independent of functional (BP86 and B3LYP were tested) or basis set. The authors conclude that the calculations overestimate the metal-ligand covalency. However, the experimental spin density can be recovered by refitting the parameters of the B3LYP functional or, in the case of the ADF program, by modifying the nuclear charge of the metal centre. In addition to getting the metal spin correct, geometries, vibrational frequencies and excited state energies are all brought into better agreement with experiment.

Using the ADF program, the present author used the same trick of modifying the Cu nuclear charge to fit the EPR g-values of the tetragonal complex [Cu(dien)$_2$]$^{2+}$ (dien=diethylenetriamine) [53]. In the process, the calculated d-d transition energies also came into line with experiment. Both studies begin to reveal that there may be more deep-seated problems with DFT calculations on copper systems than had been realised. They may be due to the self-interaction energy [54, 55] which might be expected to increase as the d orbitals fill towards the right side of the transition series. At the time of writing, the author was aware that the Solomon group has applied their ‘retuned’ B3LYP
functional to the active site models of plastocyanin used by Ryde but now the DFT optimised structures of the isolated active site models are not the same as that found experimentally in the complete protein molecule. Apparently, the protein does exert a structural entatic state influence on the metal centre.

The protein also exerts an electronic influence in that the electrostatic environment has a major effect on the reduction potential and hence the whole protein and its surrounding solvent need to be included in any calculation [56]. It is impractical to compute the entire system quantum mechanically. Instead, hybrid QM/MM methods offer the best balance between accuracy and computational efficiency.

Olsson et al. [56] advocate the frozen DFT method and have applied it to calculating the reduction potentials in plastocyanin and rusticyanin—Type I blue copper proteins which have very similar active sites but widely different reduction potentials of 375 and 680 mV respectively. The protein is divided into three regions—the copper and its immediate ligands which are treated by full DFT, an outer region where the atoms are represented by (frozen) electron densities, and finally the rest of the system where the electrostatics are represented by classical point partial charges. While this scheme gives a good description of the electrostatics and is relatively efficient, there remains the problem that a reasonable sampling of the protein conformations is necessary to get reliable free energy estimates. The authors conclude that no QM/MM method is fast enough and that we will have to rely on suitably parameterised classical schemes for the time being.

3.2 Free Radical-Containing Enzymes

Himo and Siegbahn have published a comprehensive review of quantum chemical studies of radical-containing enzymes and this section draws heavily on their work [16]. The topics involving TM active sites are listed in Table 1 although the authors also discuss metal-free systems such as glycl radicals and prostaglandin H synthase, which employ a tyrosyl radical. We will restrict ourselves to describing a few suitable examples which illustrate the main feature of quantum bioinorganic modelling.

The majority of the calculations employ the B3LYP functional which has been shown to give very satisfactory results. In many cases, the enzyme environment is described via a dielectric continuum with $\epsilon = 4$ and, with some models, certain atoms are fixed at their X-ray structure coordinates. Although the models used are quite sophisticated and have the advantage over experimental methods that short-lived species such as transition states (TSs) can be studied just as easily as longer-lived species, the authors caution that the error in calculated reaction barriers is of the order of 3–5 kcal mol$^{-1}$. Nevertheless, it is often possible to exploit theoretical calculations at least to dismiss energetically unreasonable mechanisms and to suggest via-
ble alternatives. When harnessed with reproducing the available experimental data, DFT provides a very powerful tool for studying enzyme catalysis.

3.2.1 Class 1 RNR

Class 1 ribonucleotide reductase (RNR) comprises two proteins, R1 and R2, both of which have been structurally characterised. A schematic representation of the conserved residues plus the extra details of the DFT active site model in the R2 region are shown in Fig. 4 (see [16] and references therein). The latter comprises about 80 atoms. The side chain connections to the backbone were replaced by H atoms and, for those residues not anchored by direct coordination to a metal or by indirect coordination via bridging hydrogen bonded water molecules, the H atom positions (indicated by asterisks in Fig. 4) are fixed at the X-ray structure position suitably adjusted for the change from C-C to C-H bonds. This model is among the most sophisticated and complex amenable with current computational power.

The complete catalytic reaction is a complicated multi-step process necessitating a large number of calculations. Just to investigate tyrosyl radical formation and the initiation of radical transfer required nearly 100 structures to be optimised. To speed this process up, B3LYP optimisations are carried out with a relatively small basis set. When stationary points—local minima and transition states—are located, their energies are recalculated using much larger basis sets. This procedure has been proven to give reliable reaction pathways. It is more important to calculate accurate energies than to insist on highly accurate structures especially as the errors in the latter due to using small basis sets will be propagated throughout the pathway leading to substantial cancellation.

In conjunction with the available experimental data, a reasonable mechanism for most of the process has been proposed. Following O₂ binding to

<table>
<thead>
<tr>
<th>System</th>
<th>Active site TMs</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class I ribonucleotide reductase</td>
<td>Fe₂</td>
<td>Uses O₂ to generate tyrosyl radical</td>
</tr>
<tr>
<td>Coenzyme B₁₂-dependent enzymes</td>
<td>Co</td>
<td>Homolytic Co-C bond cleavage</td>
</tr>
<tr>
<td>Water oxidation by Photosystem II</td>
<td>Mn</td>
<td>Mononuclear Mn complex as initial model for complete system</td>
</tr>
<tr>
<td>Galactose oxidase</td>
<td>Cu</td>
<td>Type II copper enzyme</td>
</tr>
<tr>
<td>Amine oxidase</td>
<td>Cu</td>
<td>Initial species: Cu(II)-superoxo-tyrosyl radical</td>
</tr>
<tr>
<td>Cytochrome c peroxidase</td>
<td>Fe</td>
<td>O-O bond cleavage with tryptophan radical</td>
</tr>
<tr>
<td>Cytochrome P₄₅₀ s</td>
<td>Fe</td>
<td>Ferryl heme radical cation active oxidant</td>
</tr>
<tr>
<td>Cytochrome c oxidase</td>
<td>FeCu</td>
<td>O-O bond cleavage</td>
</tr>
</tbody>
</table>
the diferrous iron dimer and formation of a diferric peroxide, the O-O bond cleaves at the same time as an electron is transferred from Trp48 to generate an Fe$_2$(III,IV) intermediate, X, which has recently been studied directly by rapid-freeze-quench magnetic circular dichroism [57] which confirms a mono-oxo-bridged structure. An electron then comes in from outside to the Trp48 cation radical and a proton simultaneously binds to the iron dimer, ending up on the bridging $\mu$-oxo group. To create the Tyr122 radical requires an electron and a proton transfer. At this point, we see the interplay

**Fig. 4** Conserved residues participating in the proposed hydrogen-bonding long-range transfer chain between the substrate site in protein R1 and the tyrosyl radical in protein R2 of *E. coli* RNR. The DFT model replaced the asterisked carbon centres in R2 by H atoms fixed at the appropriate crystallographic coordinates (After Figs. 1 and 2 of [16])
between theory and experiment in that the calculations suggest that in order to obtain a reasonable reaction barrier, an additional water molecule needs to be inserted between Tyr122 and an iron bound water (see highlighted box in Fig. 4). The rest of the reaction including that with the substrate in protein R1 is described in detail by Himo and Siegbahn [16]. In summary, a significant amount of detailed and painstaking computation coupled with all the available experimental evidence is capable of elucidating the reaction mechanism of complicated enzymatic processes.

3.2.2 Co-enzyme B$_{12}$-Dependent Enzymes

Co-enzyme B$_{12}$ contains cobalt coordinated by a corrin ring and one of the few metal-carbon bonds known in biology (Fig. 5). It assists in a number of enzymatic reactions including the rearrangement reaction where a function-
al group X swaps places with a hydrogen on an adjacent carbon centre. The generally accepted mechanism involves initial homolytic fission of the Co-C bond to give Co(II) and a 5′-deoxyadenosyl radical (Ado-CH$_2$·). Naturally, the strength of the Co-C bond is crucial and recent theoretical work has been reviewed [58].

The Co-C bond energy has been measured for model systems in solution to be ~31 kcal mol$^{-1}$ but the rate accelerations observed in enzyme catalysis suggest this value must be reduced by ~15 kcal mol$^{-1}$. The source of this bond weakening seems ideally suited to computational investigation. Calculations in which the trans Co-N distance is varied substantially (~0.5 Å) or the axial donor is replaced by a variety of other ligands do not alter the Co-C bond energy significantly. Elongation of the Co-C bond itself weakens the interaction with the Co-R bond dissociation energy (BDE) for R=tert-butyl about 15 kcal mol$^{-1}$ lower than for R=methyl. However, the central issue of how the protein provides this 15 kcal mol$^{-1}$ bond stretching energy remains unanswered. Thus, while a problem may at first sight appear amenable to calculation, there is no guarantee that theory will provide quick and easy answers. This problem continues to provide a challenge for computational chemists.

3.2.3 Water Oxidation in Photosystem II

The next illustration of how DFT can be applied to bioinorganic systems is the oxidation of water in photosystem II. Two different tyrosyl radicals have been detected with one of them, Tyr$_Z$, near the water oxidising complex (WOC). The WOC involves a Mn$_4$ cluster which mediates the evolution of one molecule of O$_2$ from a molecule of water for every four photons absorbed.

The oxidation and subsequent reduction of Tyr$_Z$ are important at all stages of this process but the question of how the tyrosine is reduced has been a major issue. The two leading hypotheses are illustrated in Scheme 1. Pathway A involves a hydrogen atom transfer (HAT) but has been criticised in favour of a more conventional electron transfer (ET) process, pathway B. DFT calculations were used to try and determine which pathway is more likely. However, the detailed structure of the active site was unknown at that time. There is now a fairly low resolution structure available but in any case, trying to model the Mn$_4$ system would be a daunting computational task. Instead, the important feature of the reaction was identified [16] as the oxidation of Mn(III) to Mn(IV) which experimentally has an activation free energy of about 12 kcal mol$^{-1}$.

The mononuclear model shown in Fig. 6 was developed but the activation free energy for the HAT process was too high. One might suppose that the chemical model was at fault, being too simplistic a representation of the true
active site. However, the authors were able to verify independently using a Marcus theory approach that the DFT result was internally consistent giving confidence that despite the apparent differences between the real WOC and the model system, the essential chemistry was captured correctly [16]. Further calculations for the ET pathway yielded an activation free energy of 10.6 kcal mol$^{-1}$, in good agreement with experiment.

There were some problems with the separate enthalpic and entropic contributions which could be attributable to tunnelling effects and the nature of the model system. However, the advantage of these calculations is that not only do they suggest the ET pathway as most likely, they also provide a good

\[ \text{Scheme 1} \quad \text{Tyrosine oxidation/reduction pathways in photosystem II} \]

\[ \text{Fig. 6} \quad \text{Mononuclear active-site model for PSII} \]
starting point for extending the computational model. Transition state struc-
tures along the proposed pathways are extremely difficult to locate even for
the relatively simple system shown in Fig. 6. Without a good starting point,
locating a TS using a more sophisticated cluster with all four manganese
centres and their attendant ligands would be very challenging indeed. Fortu-
nately, the TS structures of the simple model are not expected to change sig-
nificantly and will provide excellent guidance for further calculations.

3.2.4
Galactose Oxidase

Galactose oxidase (GO) catalyses the two-electron oxidation of primary al-
cohols to aldehydes. It contains a single type II copper centre. The enzyme
employs the metal and a protein radical cofactor to effect the chemistry. The
crystal structure shows a square pyramidal five-coordinate copper site with
the metal coordinated by two histidines, two tyrosines and a water or acetate
ligand. The equatorial tyrosine, Tyr272, has an interesting crosslink to a cysteine
group ortho to the tyrosine oxygen.

The reaction shown in Scheme 2 has been modelled with imidazoles in-
stead of the histidines, the equatorial tyrosine with an SH substituted phe-
nol, vinyl alcohol as the axial tyrosine and methanol as substrate. The rest of
this tyrosine and the backbone link between it and His496 were treated via
molecular mechanics using the IMOMM (integrated molecular orbital/mole-
cule mechanics) approach designed by Maseras and Morokuma [59]. Con-

Scheme 2 Possible catalytic cycle for galactose oxidase
trary to the accepted picture, the radical site prior to proton transfer (1 in Scheme 2) is not the equatorial cysteine-substituted tyrosine. The energetics of the reaction are shown in Fig. 7 and illustrate that enzymatic processes are often multi-step and demand a serious amount of computation.

3.3 Iron-Containing Enzymes

RNR I contains a diiron centre as does methane monooxygenase (MMO). Before discussing MMO, we consider the hugely important class of systems containing iron heme units. Many of these systems also involve free radicals at some stage.

3.3.1 Heme Peroxidases

Heme-containing peroxidases use H₂O₂ generally to oxidise a variety of small aromatic substrates. Cytochrome c peroxidase (CCP) is somewhat different and has cytochrome c as its redox partner [16].

The mechanism for (most) heme peroxidases is believed to be as shown in Scheme 3. The first step involves O-O bond cleavage and the resultant formation of an oxyferryl unit and an attendant radical. In most cases, the radical is located on the porphyrin ring leading to Compound I. The electronic structure of Compound I is subtle and has itself been the subject of a num-

Fig. 7 Energetic profile (kcal mol⁻¹) for the galactose oxidase reaction scheme shown in Scheme 2 (After [16]). Numbers in bold refer to structures in Scheme 2. Other numbers refer to energies (kcal mol⁻¹) relative to the resting state structure 1.
Scheme 3  Proposed catalytic cycle of heme peroxidases

Fig. 8 Structural model used to explore the TS for O-O bond cleavage in CCP
ber of computational studies [33, 60–63]. However, for CCP, the radical is located on Trp191.

The Siegbahn group has studied both the initial O-O bond cleavage and the subsequent role of Trp191 and the details can be found elsewhere [33]. For the purposes of this review, we note that experimental site-directed mutagenesis had established an important role for His52 and was duly included in the quantum mechanical model of the O-O cleavage transition state, a representation of which is shown in Fig. 8. However, this residue is not believed to play an important role in determining the spin density distribution of the subsequent ferryl species and could safely be removed. Instead, Trp191 was added along with the intervening Asp235 which forms a bridge to the coordinated His175. The final spin distribution, based on a quartet state, placed about half a spin on a deprotonated Trp191, about half on the porphyrin ring and unit spins on both the iron and the oxo moieties which is in reasonable agreement with the experimental conclusion of a deprotonated tryptophan radical.

3.3.2 Methane Monooxygenase

MMO shares certain structural similarities with RNR I but MMO probably does not involve free radicals and so was not included above. Lovell et al. [15] have recently reviewed the current state of DFT calculations on both MMO and RNR.

![Fig. 9 X-ray crystallographic active site detail of the resting state of MMO [64]. Most side chain hydrogens have been removed for clarity](image_url)
The ability of MMO to activate the C-H bond in methane and catalytically convert it to methanol is truly remarkable and it is probably not surprising that Nature employs a fairly complex looking active site. Crystal structures of MMO active sites in various forms are now available [65–68] and provide a good starting point for theoretical modelling (Fig. 9). However, modelling the catalytic cycle is challenging partly because the active site is so complex and flexible, and partly because the crucial species, intermediate Q, has not been structurally characterised and only limited spectroscopic data are presently available, although given the Solomon group’s success at isolating the comparable intermediate X in RNR [57], the latter situation may change in the near future.

Following the initial work of Siegbahn [69, 70] and Dunietz [66], Lovell et al. [15] built and geometry optimised an impressive 102 atom model (Fig. 10) of intermediate Q which incorporates a number of second- and third-shell amino acid residues [71]. Their choices were guided by their complementary studies of the protein field electrostatics which suggest those residues likely to have a large energetic effect on the active site structure.

The reliability of the computed results were gauged by comparing the calculated Fe-Fe distance to the EXAFS measurement, as well as considering the Fe coordination numbers and spin populations, the Fe exchange coupling, the spin state energy differences plus Mossbauer isomer shifts and quadrupole splittings. The latter magnetic and spectroscopic properties are particularly noteworthy in the context of this review in that they demonstrate that modern DFT can do more than compute structures and total energies. The ability to correlate experimental spectroscopic measurements with theoretical predictions promises to be an increasingly powerful tool [72]. For the moment, however, the agreement between theory and experi-
ment for intermediate Q is still patchy. The Mossbauer, X-ray absorption spectroscopy and magnetic couplings seem reasonable but the calculated Fe-Fe distance is rather too long, although the authors argue that discrepancies up to 0.2 Å between EXAFS Fe-Fe contacts and those determined subsequently via single crystal X-ray diffraction have been observed.

3.3.3 Nitrogenase

Nitrogenase (N2ase), like MMO, is another marvel of Nature. It is capable of converting atmospheric dinitrogen to ammonia under ambient conditions, although the strong N-N bond consumes sixteen equivalents of ATP for every mole of N2.

Prior to the solution of the X-ray crystal structure in 1993 [39], it was known that the active site of N2ase contained a molybdenum centre and many believed this would be the site of dinitrogen activation. In fact, a whole coordination chemistry of the N2 ligand was developed from this premise. However, for many, the actual active site was unexpected. If some of the active sites thus far have seemed complex, they all pale in comparison to that of nitrogenase. Instead of a mononuclear metal centre, the N2ase active site resembles two cubane structures, one Fe4S4 and one MoFe3S4, which are connected via three bridging sulfur atoms (Fig. 3). The Mo centre is six-coordinate with the three remaining sites taken up by a bidentate homocitrate ligand and an anchor to the protein backbone via His442 while the Fe at the other end of the cluster is linked to the protein via Cys275.

This complicated but elegant active site cluster provided many more possibilities for the site of N2 reduction such as the apparently three-coordinate iron centres. Despite being coordinatively saturated in the crystal structure, the Mo centre may still be viable in that the homocitrate may release one site for an incoming N2. DFT calculations indicate that the homocitrate ligand of the cofactor can become monodentate on reduction, allowing N2 to bind at Mo [73].

Many computational studies appeared purporting to shed light on the site of N2 coordination and the mechanism of its protonation and reduction to ammonia [74–82]. However, the calculations are extremely difficult since it is hard to know what the ionisation state of the cluster is and what is its overall spin state. Even if you get these details right, there is the extra complication that the enzyme uses two more electrons than the six required for N2 reduction, generating a molecule of H2 for every two molecules of NH3. However, the greater problem is that more recent refinements of the X-ray diffraction data [40] have revealed a hitherto unknown atom at the very heart of the cluster bringing into question all the previous computational work where no such atom was present. Experiment cannot distinguish the identity of this atom but both Hinnemann and Nørskov [83] and Lovell et
al. [84] propose it to be nitrogen based on DFT calculations. Some of the consequences of this so-called interstitial nitrogen have been explored [85] but there remain some puzzles. For example, Lee et al. [86] suggest that this nitrogen atom is not exchangeable which poses some intriguing issues concerning how it came to be there. Whatever the answer to that puzzle, there still seems to be a long way to go before a satisfactory computational explanation of N₂ reduction is forthcoming. N₂ase provides a salutary warning of the potential pitfalls facing the bioinorganic computational chemist.

### 3.3.4 Iron-Sulfur Clusters

Iron-sulfur proteins play important roles in electron transfer and catalysis in organisms ranging from simple bacteria through to higher animals. The common structural motif is iron tetrahedrally coordinated by sulfur donors with the single metal centre in rubredoxin bound by four cysteine thiolates while the 2Fe and 4Fe sites of ferredoxins have respectively two and one monodentate thiolate ligands and two or three bridging sulfido units (Fig. 11).

The relatively weak tetrahedral ligand field ensures that the Fe centres remain high spin in both the +3 and +2 oxidation states. This has an important consequence since the number of unpaired electrons, and hence spin polarisation, is high.

In a spin unrestricted treatment where the up-spin electrons are allowed to have different spatial properties to their down-spin counterparts, the extra exchange stabilisation of the majority spin (say, up-spin), means that their energies are lowered. Since in metal complexes, the spin is located

---

**Fig. 11** Schematic representations of various iron-sulfur centres
mainly in the d orbitals, the spin-polarisation splitting is particularly
marked there. In contrast, since there is relatively less on the ligands, the li-
gand up- and down-spin pairs do not split as much. As shown in Fig. 12, if
the polarisation splitting of the d orbitals is large enough, the ‘normal’ ex-
pectation that the d orbitals lie above the ligand σ levels is not realised and
instead we have an ‘inverted’ energy level scheme.

In addition to inverted energy levels, for the redox-active multi-metal
species, with various combinations of S=5/2 Fe³⁺ and S=2 Fe²⁺ centres, the
possible magnetic spin-coupling arrangements can be very complex. In gen-
eral, the ground states of these systems cannot be described by a single de-
terminant and would require a more sophisticated multiconfiguration ap-
proach. Since DFT is normally expressed in terms of a single determinant, it
is inappropriate for computing each spin state in such systems.

However, pioneering work by Case, Noodleman and co-workers has de-
veloped a modified DFT procedure which can be used to compute the cor-
rect magnetic coupling [87]. Central to this work is the notion of broken
symmetry. The symmetry breaking refers to the distribution of unpaired
electrons and not the geometry. For example, in the geometrically symmet-
rical bimetallic species such as [M₂X₉]ⁿ⁻ [88, 89], where each metal has a
maximum spin, S, the highest spin multiplicity corresponds to 4S+1 with
each metal formally high spin, while the minimum spin multiplicity corre-
sponds to a singlet which would normally be completely delocalised and
thus correspond to formally low-spin metal centres. The broken symmetry
solution allows for the possibility of a localised spin singlet where both met-

Fig. 12 The effect of spin polarisation can lead to an inversion of the normal ordering of
d levels above ligand MOs
als are formally high spin but where one has all up spin density and the other all down spin density. Hence, the electronic symmetry is lower than the molecular symmetry.

The broken symmetry wavefunction is not itself a pure spin state. However, spin projection techniques allow the approximate energies and properties of the correct spin states to be calculated.

In the ground state of the 2Fe2S dimer in Fig. 11, the spin-up electrons are mainly on one side of the molecule while the spin-down electrons are on the other side—an antiparallel alignment of the spins. A ‘high-spin’ state can also be constructed by forcing the spins on both side to be parallel. If the two Fe sites have spin quantum numbers $S_A$ and $S_B$, then the possible spin states of the coupled system have total spin $S_t$ ranging from $|S_A - S_B|$ through $S_A + S_B$ in integer steps. If the system conforms to the Heisenberg model where the Hamiltonian is given by $H_{\text{spin}} = J S_A S_B$, the successive spin state energies are given by $E(S_t) - E(S_t - 1) = J S_t$. Providing the metal sites interact weakly compared to a metal-metal bond, this will be the case. Now, while the dimer has many possible spin states, it has only one broken symmetry state, $\Psi_B$, which is a weighted average of the pure spin states $\Psi(S_t)$. Since the Heisenberg spin ladder depends on a single parameter, $J$, it can be calculated from the energy difference between the high-spin and broken-symmetry states using the equation

$$E(S_{\text{max}} = S_A + S_B) - E_B(M_S = |S_A - S_B|) = 2JS_A S_B$$

The broken symmetry approach with suitable refinements has been used to good effect on iron-sulfur clusters and is reviewed by Noodleman et al. [87]. Apart from the inverted energy levels described above, they conclude that redox processes alter the magnitudes of the charges on the sulfur ligands but only change the anisotropy of the Fe charge distribution, that pairwise valence delocalisation over mixed valent pairs is effective in Fe3S4 and Fe4S4 systems rather than full delocalisation over the whole cluster, and that redox potentials are strongly influenced by Heisenberg spin coupling, valence delocalisation and solvation. The crucial role of environmental effects has also been suggested by Torres et al. [90] but they conclude that even for iron-sulfur clusters, a continuum dielectric is sufficient.

4 Other Applications

4.1 Molybdoenzymes

Most of the applications we have looked at so far involve the first transition series elements Fe, Co, Ni and Cu. However, Nature employs a number of
other metals, notably the second row metal molybdenum. Mo occurs in N2ase although the modelling studies of the FeMoco unit have generally not considered the Mo as the reactive centre.

From a purely computational perspective, second row metal centres are rather easier to treat than their first or third row counterparts. In contrast to first-row metals, second-row metals do not generally suffer from having lots of low energy electronic states while in contrast to third-row metals, explicit relativistic effects on the valence electrons are relatively minor and are usually ignored. Secondary relativistic effects are included in the core potentials for the metal.

Molybdenum has a number of accessible oxidation states under physiological conditions and is often involved in two-electron redox processes involving oxygen atom transfer. Typically, the metal cycles between the dioxo molybdenum +6 oxidation state ([MoO$_2^{2+}$] and the mono-oxo molybdenum +4 oxidation state ([MoO$^2+$]). There have been a number of studies of oxo and/or hydroxo transfer for model systems of xanthine oxidase [38, 91–95], DMSO reductase [96] and sulfite oxidase [97] but the DFT methods and protocols applied are relatively standard and have been covered elsewhere in this article.

4.2 Hydrogenase

Given the central importance of structure in applications of computer modelling in bioinorganic chemistry, it is not surprising to see an explosion of calculations soon after the publishing of reasonably accurate structural data. The hydrogenase system is a good illustrative example [98–111].

Examples of hydrogenases with an Fe-Ni and ‘all-Fe’ active sites are known. The single crystal X-ray diffraction studies suggested the presence of some hitherto unexpected ligands bound to the Fe centre of the bimetallic [NiFe] hydrogenase active site (Fig. 13). The data show small diatomic ligands—either CO or CN. The latter was initially a surprise since cyanide is usually associated with rather lethal biological activity. Theoreticians set out to try to correlate the spectroscopic data with various structural models but the active site is complex both geometrically and electronically with unusual coordination numbers around the metal centres and some ambiguity as to their ionisation and spin states [99–111].

While much progress has been made, the hydrogenase reaction, though superficially simple, proceeds via a complex series of steps and much work remains to be done [100].
Summary and Future Developments

DFT has made a big contribution to our understanding of many of the processes in bioinorganic systems. It is difficult to get a detailed experimental mechanistic picture because spectroscopic and structural data are hard to measure while the enzymes are turning over. In contrast, theory is now sufficiently well developed and robust to be able to fill in the gaps more or less reliably. However, as we have seen on many occasions, it is critical to ensure that the quantum chemical model is a good representation of the active site and its associated chemistry. Siegbahn has shown many times how a carefully calibrated model can work very well but the recent discovery of an interstitial atom in the middle of the nitrogenase FeMoco cluster provides a salutary warning that we cannot always guarantee that the our chosen computer models are correct. The present state-of-the-art therefore is to validate the calculations as often as possible. This means comparing computed data against experimental measurements wherever possible.

Structural comparisons are, at least conceptually, amongst the most straightforward to make, but even here care must be taken. The possible (and perhaps unsuspected) roles of side chains remote from the metal active site, the chemical ambiguity of protein crystallography in that hydrogen atoms cannot be located, and the role of the protein itself all serve to complicate matters. The solution is not to rely solely on structures. An obvious example is that a viable mechanism must display reasonable energetics.
Thus, providing the quantum model gives a good description of the required chemistry, some structural shortcuts may be possible. Of course, as computers get faster, many workers are moving towards larger structural models.

As to the future, among the many exciting developments in theory is an ever increasing ability to compute accurate spectroscopic data including NMR chemical shifts and coupling constants, EPR g-values and hyperfine splittings, vibrational spectra (including intensities) and excited states [44, 72, 112]. Calculated excited state energies of TM species is arguably one of the most difficult challenges for DFT. However, there is good reason to believe that many of the current problems can be overcome and we await the coming developments with great anticipation. The ability to reproduce from first principles a wide variety of structural, energetic and spectroscopic properties can only serve to give ever greater confidence that quantum models can provide an accurate reflection of the true behaviour of the metalloenzyme active site.
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Abstract Polynuclear transition metal complexes containing paramagnetic cations have caught the attention of many chemists, since they are one of the main fields of study in molecular magnetism and they play important roles in the reactivity of active sites of systems of biological interest. Theoretical methods based on density functional theory due to the possibility of handling large systems are especially indicated for studying the electronic structure of this kind of molecules. At the same time, such methods provide good accuracy to allow the calculation of the small energy differences involved in the exchange interactions. It is worth noting that theoretical methods are especially important in the study of the exchange interactions in complexes with a large number of paramagnetic centers because they can provide a more detailed analysis of the interactions than experimental data can. This fact is due to the limitations in obtaining exchange coupling constants from experimental measurements for large size systems of this kind. The knowledge of the exchange interactions that controls the ground state of the system is crucial to the understanding of magnetic properties such as the single-molecule magnet character or the reactivity of an active site in a biological system.
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Introduction

The transition metal complexes have many unique and specific physical and chemical properties. For that reason, they play a crucial role in some biological systems, mainly related with the electron transfer processes due to their versatility and the easy with which they can change in the oxidation state of the transition metals. The presence of two transition metals in the same complex considerably increases the complexity of the electronic structure, giving the system completely different properties to those of the complex with only one metal. This fact allows complex metal-metal electron transfer processes and in the case of the presence of paramagnetic metallic cations, the exchange interactions between them provides a new set of magnetic behaviors in comparison with those present in mononuclear species. The gain in the complexity of such systems increases exponentially depending on the number of transition metals present in the complex. For that reason, the first steps of the research in Molecular Magnetism focused mainly on the magnetic properties of dinuclear complexes with the aim of gaining some understanding of the key structural and electronic factors that control the exchange coupling between two metal centers [1]. From the theoretical point of view many efforts have also been applied to in the study of the exchange coupling in dinuclear transition metal complexes, as is clearly reflected in the number of recent reviews in this field [2–6].

During the last decade, the aim obtaining new materials based on molecular building blocks with rationally predetermined magnetic properties has led chemists to increase the complexity of the systems studied [7–10]. In order to achieve this goal, two different strategies have been adopted. First, new magnetic properties have been sought by extending the exchange interaction from dinuclear to chain, to two-dimensional or even to three-dimensional structures based on molecular building blocks. For instance, many oxalato- and cyano-bridged transition metal compounds are clear examples of this research resulting in a very rich chemistry and a wide variety of magnetic behaviors [11, 12]. The second procedure adopted is increasing the complexity of these building blocks by synthesizing polynuclear complexes with more than two interacting paramagnetic centers [13]. The magnetic properties of these compounds are expected to be intermediate between those of simple dinuclear complexes and those of bulk materials. However, due to the size of such complexes and the complexity of their manifold of states completely new magnetic behaviors are obtained. This review will focus on the theoretical studies of the exchange interactions in this second group of compounds, molecular entities containing more than two paramagnetic centers. Among these, the so-called Mn_{12} [14] and Fe_{8} [15] compounds have attracted the interest of many researchers, especially due to magnetic bistability associated with the interplay between the quantum magnetic tun-
neling effect and the single-molecule magnet character [13]. Logically, due to the complexity of such systems, the number of publications with theoretical studies devoted to this kind of systems is relatively small, although from an experimental point of view they are actually the state-of-art research in molecular magnetism with many research groups working on them.

1.1 Phenomenological Hamiltonians for Polynuclear Complexes

The phenomenological Hamiltonian employed to describe the magnetic properties of a dinuclear complex is indicated in Eq. (1) where J is the exchange coupling constant between the two paramagnetic centers. The second and third terms are those corresponding to the zero field splitting parameters, being the axial and rhombic contributions, respectively:

\[
\hat{H} = -J \hat{S}_1 \hat{S}_2 + D \left( \hat{S}_z^2 - \frac{1}{3} \hat{S}^2 \right) + E \left( \hat{S}_x^2 - \hat{S}_y^2 \right)
\]

where \(\hat{S}\) is the total spin moment of the molecule while \(\hat{S}_x\), \(\hat{S}_y\) and \(\hat{S}_z\) are its three components. If we turn to complexes of higher nuclearity, the Hamiltonian usually employed is considerably more complex due to the presence of several exchange pathways with different J values. The Hamiltonian for a general polynuclear complex is indicated in Eq. (2):

\[
\hat{H} = - \sum_{i>j} J_{ij} \hat{S}_i \hat{S}_j + D \left( \hat{S}_z^2 - \frac{1}{3} \hat{S}^2 \right) + E \left( \hat{S}_x^2 - \hat{S}_y^2 \right)
\]

where \(\hat{S}_i\) and \(\hat{S}_j\) are the spin operators of the different paramagnetic centers. The \(J_{ij}\) values are the coupling constants between all the paramagnetic centers of the molecule. The physical origin of the anisotropy of the system, responsible of the zero field splitting terms, is the spin-orbit coupling [16]. The non-inclusion of the spin-orbit effect in the calculation allows a direct estimation of the exchange coupling constants. Although this review is focused in the theoretical studies of the exchange coupling constant, it is worth remarking that Pederson et al. have recently presented an approach based on a perturbative method to include the spin-orbit coupling effect in DFT methods that allows the calculation of the zero field splitting parameters and we the results of such approach will be discussed later [17]. For the understanding of the magnetic properties, all the terms of Eq. (2) could be important. For example, the anisotropy energy barrier for a magnetically bistable system is \(D\hat{S}_z^2\), the \(D\) value for the Mn\(_{12}\) complex is \(-0.5\) cm\(^{-1}\) while due to the exchange interactions between the twelve manganese cations this system has \(\hat{S}_z = 10\) resulting in a barrier of 50 cm\(^{-1}\). Hence molecules with
large $D$ and $\hat{S}_r$ are synthetic targets to obtain systems where the single-molecule magnet behavior can appear at higher temperatures [14].

1.2 Comparison of Theoretical Results with Experimental Data

The accuracy of the theoretical methods in the calculation of exchange coupling constants of polynuclear transition metal complexes will be gauged by comparing the calculated values with those obtained by fitting the experimental data. This comparison can be easily done without problems for dinuclear complexes that will allow quantifying the accuracy of different methods. However, such a comparison must be performed carefully for polynuclear complexes since experimental data are in most cases obtained from a fitting of the magnetic susceptibility data to the expression obtained using a Hamiltonian that includes several fitting parameters. One of the problems associated with this technique is the existence of several independent sets of parameters that provide fair fittings of the susceptibility curve. Another difficulty arises from some simplifying hypotheses, such as the neglect of next-nearest neighbor interactions or the assumption of identical parameters for interactions that are not equivalent by symmetry, often adopted to reduce the number of fitting parameters. An additional problem is the presence in a polynuclear complex of dominant exchange interactions that mask the influence of other small exchange constants in the magnetic susceptibility curve. In such cases these small $J$ values are very difficult to be obtained with relatively good accuracy.

Finally, it is also important to mention that due to the large number of paramagnetic centers and exchange coupling constants, it is impossible in many cases with the available computational resources to perform an exact diagonalization of the Hamiltonian matrix required for the fitting procedure. For instance, Mn$_{12}$ and Fe$_8$ complexes, with $1.0 \times 10^8$ and $1.6 \times 10^6$ states respectively, are examples of systems that cannot be fitted and some approximate methods, such as Monte Carlo simulations, must be adopted to obtain a set of exchange coupling constants [18]. Thus, the use of theoretical methods to estimate the exchange coupling constants can be foreseen as a valuable tool for the experimental chemist to rule out those sets of experimental fitted constants that are deemed unrealistic according to calculations. Likewise, alternative methods such as the Monte Carlo simulations usually require a starting set of exchange coupling constants that can be proportioned by the theoretical results. Good sources of experimental data would be inelastic neutron scattering experiments, but these are not commonly employed mainly due to the technical requirements involved [19].

It is worth discussing at this point some problems of language regarding the comparability of the calculated and experimental exchange coupling constants [20]. From the experimental point of view, the Heisenberg Hamil-
tonian is employed to estimate the energies of the states that are involved in the fitting of the magnetic susceptibility data. In the case of the theoretical methods, the eigenfunctions of the Heisenberg Hamiltonian and their energies can be straightforwardly calculated by a multiconfigurational approach. However, when using single-determinant methods, such as methods based on density functional theory or Hartree-Fock, the calculated energies are related to the diagonal matrix elements of the Heisenberg Hamiltonian and not with its eigenvalues as in the multiconfigurational methods. In this case, an alternative way to describe the system is by considering an Ising Hamiltonian as a special case of a Heisenberg Hamiltonian in which only the diagonal terms are kept. Thus, it was considered that the wavefunctions obtained with the single-determinant methods are eigenfunctions of an Ising Hamiltonian that is formulated with the same J values as the original Heisenberg Hamiltonian because their diagonal terms are identical. For that reason, the J values obtained with single-determinant methods are directly comparable to those provided by multiconfigurational methods or from experimental data. The difference between these two theoretical approaches is the kind of eigenfunctions obtained. Hence the procedure to obtain the eigenfunctions and eigenvalues of the Heisenberg Hamiltonian using the DFT methods can be summarized in two steps. The first one would consist of the calculation of the J values (in the next section it will be analyzed this point in depth). Subsequently with the calculated J values are used to perform the diagonalization of the Heisenberg matrix giving eigenfunctions and eigenvalues directly comparable to those obtained using multiconfigurational methods or from the fitting of the experimental data.

To conclude this section, it is important to keep in mind the differences in the use of an Ising Hamiltonian in theoretical and experimental work. From the theoretical point of view, the Ising Hamiltonian is usually referred when using single-determinant methods, for the reasons that were previously discussed. However, the use of the Ising Hamiltonian to fit experimental data is restricted only to cases where there is a strong anisotropy in the magnetic properties of the system [1]. Hence an anisotropic Hamiltonian, like the Ising one, must be used to fit the experimental data. In this way the energies derived from the Ising Hamiltonian are employed like those corresponding to the states, as if they were the eigenvalues of the Heisenberg Hamiltonian. In such cases the experimental coupling constants obtained using an Ising Hamiltonian cannot be directly compared with the theoretical results using the usual approaches.
2 Methods for Obtaining Exchange Coupling Constants in Polynuclear Systems

The first example in the literature describing the procedure to calculate exchange coupling constants using DFT methods (Xα multiple-scattering) in a polynuclear complex with more than two paramagnetic centers was provided in 1982 by Aizman and Case to study Fe₄ sulfur clusters corresponding to ferredoxine protein models [21]. This paper is practically contemporaneous with those published by Noodleman et al. to establish the so-called “broken-symmetry” method widely employed to calculate the exchange interaction in dinuclear complexes [22, 23]. The procedure described with more detail and extended to other iron-sulfur clusters in two later reviews of Noodleman and Case [24, 25] consists of the calculation of two energies for the mixed valence [Fe₄S₄(SCH₃)₄]²⁻ model corresponding to the high spin state with S=9 and a low spin S=0 “broken-symmetry” state considering only one J value. The difference between both energy values is 81 J/2 by considering the Hamiltonian indicated in Eq. (3). This energy was calculated from the difference between the corresponding elements of the Hamiltonian matrix to the two calculated wavefunctions:

\[ \hat{H} = -\sum_{i>j} 2J \hat{S}_i \hat{S}_j \]  

(3)

Despite the publication of these papers, as was indicated in the introduction, most of the later publications have focused on the calculation of dinuclear complexes employing the “broken-symmetry” approach proposed by Noodleman et al. In this approach the J value involves the calculation of the energy difference between the high-spin state and a low-spin solution that corresponds to a “broken symmetry” wavefunction in the case of symmetric homodinuclear complexes. From now on, it will be employed the expressions for the Hamiltonians indicated in Eqs. (1) and (2); Eq. (3) was kept for “historical” reasons. A general expression, (see Eq. 4) can be proposed for any dinuclear complex using the original “broken-symmetry” approach proposed by Noodleman [26]:

\[ E_{BS} - E_{HS} = 2S_1 S_2 J \]  

(4)

where S₁ and S₂ are the two local spin moments. This equation considers that the energy of the “broken-symmetry” state must be corrected by introducing a spin projection to obtain the energy of the singlet state. Recently, Polo et al. have shown that the presence of the self-interaction error in commonly used exchange functionals mimics non-dynamic pair correlation effects [27–30]. In contrast, if non-dynamic correlation effects are also introduced via the form of the wavefunction through spin projection (Eq. 4),
these effects will be also considered if the exchange functional already covers an important amount of non-dynamic correlation effects [31]. Thus, the application of spin projection techniques to DFT calculations results, probably, in the suppression (or double counting) of such non-dynamic correlation effects. Hence the following equation was proposed where the energy of the “broken-symmetry” state is not projected [32]:

$$E_{BS} - E_{HS} = (2S_1S_2 + S_2)J$$  \hspace{1cm} (5)

where $S_2 \leq S_1$. These assumptions have been confirmed recently by performing calculations including the Perdew-Zunger correction of the self-interaction error [33]. As expected, the J values obtained including the spin projection (Eq. 4) when the self-interaction correction is included are very similar to those corresponding to the non-projected case (Eq. 5) without the self-interaction correction. Due to the huge computational resources needed to include the self-interaction correction even for small systems, the best procedure is to employ Eq. (4) for self-interaction free methods, such as Hartree-Fock and Eq. (5) for methods based on density functional theory.

Recently, this approach was extended for the theoretical estimation of the exchange coupling constants of any polynuclear complex with $n$ different $J_{ij}$ values through the calculation of $n+1$ single-determinant energies corresponding to different spin distributions [34]. Such energies, as indicated above, are related to the eigenvalues of the Ising Hamiltonian (identical to the diagonal matrix elements of the Heisenberg Hamiltonian) and it is possible to build up a system of $n$ equations with $n$ unknowns, the $J_{ij}$ values. There are $2^n$ possible spin distributions that can be generated by flipping of the spins and the choice of $n+1$ distributions among them must be done in order to obtain a compatible set of linear equations. This procedure is similar to that proposed by Noodleman and Case for the iron-sulfur clusters [26], keeping in mind the difference due to the spin projection of the low spin states. An alternative, simpler approach proposed to obtain the same equations is just to analyze the changes in sign of the local spin moments between spin distributions $i$ and $j$ and to employ the pairwise expression of the Ising (or Heisenberg) Hamiltonians.

Since it was found that, for dinuclear complexes, the energy difference between the ferromagnetic and the antiferromagnetic spin configurations is given by Eq. (5), that approach can be extended to polynuclear compounds by just expressing the difference in energy between different spin configurations as a sum of pairwise interactions [34]. Hence for a linear trinuclear system two exchange coupling constants can be defined, $J_{12}$ between nearest neighbors and $J_{12}$ between next-nearest neighbors. The relative energies of the spin configurations in 1 with $S=1/2$ local spin moments shown are therefore given by Eqs. (6a) and (6b):

$$E_{HS} - E_{LS1} = -2J_{12}$$  \hspace{1cm} (6a)
As an example of how these expressions can be obtained, consider the HS and LS1 configurations (1) (Scheme 1). They differ in the two nearest-neighbor interactions (1–2 and 2–3), whereas the next nearest neighbor interaction (1–3) is identical in both cases. Hence the energy difference between these two spin configurations is given by two times the energy difference due to each interaction (2$S_1S_2$+$S_2$)J$_{12}$ (which gives $-2J_{12}$, see Eq. 6a, because J$_{12}$=J$_{23}$ and $S_1$=$S_2$=$S_3$=1/2). The differences between HS and LS2, on the other hand, appear in the 2–3 first neighbor interaction and in the 1–3 next-nearest-neighbor interaction, and the resulting expression is given by Eq. (6b).

$$E_{HS} - E_{LS2} = -J_{12} + J_{13}$$ (6b)

In the case of Hartree-Fock calculations or for self-interaction free methods in general, each interaction term has the form 2$S_iS_j$J$_{ij}$ and the expressions for the energy differences, obtained in a similar way, are those given in Eqs. (7):

$$E_{HS} - E_{LS1} = -J_{12}$$ (7a)

$$E_{HS} - E_{LS2} = -J_{12}/2 + J_{13}/2$$ (7b)

The same result would be obtained if the diagonal terms of the Heisenberg Hamiltonian were taken as the energies of the spin configurations in 1:

$$E_{HS} = -J_{12}/2 - J_{13}/4$$ (8a)

$$E_{LS1} = J_{12}/2 - J_{13}/4$$ (8b)

$$E_{LS2} = -J_{13}/4$$ (8c)

A similar approach was employed by Pederson and Kortus to calculate the exchange coupling constants of some polynuclear complexes [35]. Instead of solving a set of equations, they have calculated the energies including the spin projection corresponding to more spin distributions that those needed to build up the system of equations as previously described, performing a fitting procedure to determine the J values. In this way, the calculated J values are more representative of a larger number of states of the sys-
tem, by eliminating some possible dependence of the obtained J values with the choice of the calculated spin distributions.

It is worth mentioning, despite the fact that they are not strictly based on DFT methods, the recent studies of Davidson and coworkers employing a semiempirical method called ZILSH derived from the ZINDO approach with the local spin formalism for the calculation of the of the $S_aS_b$ terms [36–38]. The application of such an approach to some series of polynuclear Fe(III) complexes provides reasonable J values that reproduce correctly the multiplicities of the ground states observed experimentally [39].

2.1 Calculation of the Exchange Coupling Constants for Test Systems

Systematic studies of the accuracy of theoretical methods in the calculation of the exchange coupling constants by comparison with experimental data or with high-level theoretical methods have been performed for dinuclear transition metal complexes. Probably, the test system most studied for these purposes has been the hypothetical H⋯He⋯H biradical complex using Full-CI results as [34]. Despite their simplicity the conclusions of the methods based on density functional theory deduced with this system have been corroborated subsequently for transition metal complexes. The main difference concerns the Hartree-Fock method, as it provides reasonable values for the H⋯He⋯H system; however, the lack of electronic correlation results in poor agreement for transition metal complexes [32]. The main conclusions concerning the DFT methods [40] can be summarized as: the local methods provide a large overestimation of the exchange coupling values that it is partially corrected for the inclusion of non-local GGA approximations. However, the best results are obtained when the exact exchange is included through hybrid functionals, such as B3LYP [41]. In this case, the accuracy of the results considering the controversial option of the non-projection of the low spin states is similar to that obtained with the best multiconfigurational methods [42, 43]. If the spin-projection is employed all the commonly-used functionals give, logically, an overestimation of the exchange coupling constants, for the reasons discussed previously.

Recently, a similar study was performed using multicenter structures of the H⋯He⋯H biradical system (2–5) to check if the conclusions obtained for dinuclear complexes can be extended to polynuclear complexes [34]. Although there is no experimental information for such hypothetical compounds, highly accurate post Hartree-Fock calculations were employed to obtain reference values for comparison.
The $J_{ij}$ values obtained for such systems using several methods are presented in Table 1. The calculated values for these four systems show the same trends found earlier for the H···He···H dinuclear model: the spin-projected Hartree-Fock method, slightly underestimates the $J$ values, while the UBLYP method overestimates them. The UB3LYP hybrid functional provides values intermediate between those obtained in CASSCF and CASPT2 calculations [44]. The $J$ values for next-nearest neighbor interactions obtained in CASPT2 and UB3LYP calculations are in good agreement, whilst those obtained with the CASSCF method seem to overestimate the ferromagnetic contributions, compared to the more accurate CASPT2 results. A problem

Table 1 Calculated exchange coupling constants $J$ (cm$^{-1}$) for different H···He multicenter complexes represented in 2–5, with H···He distances equal to 1.625 Å. The UHF values have been obtained by using spin projection while the DFT ones are non-projected [34]

<table>
<thead>
<tr>
<th>Model</th>
<th>UHF</th>
<th>UB3LYP</th>
<th>UBLYP</th>
<th>CASSCF small$^a$</th>
<th>CASPT2 small$^a$</th>
<th>CASSCF large$^b$</th>
<th>CASPT2 large$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$J_{12}$</td>
<td>-453</td>
<td>-552</td>
<td>-677</td>
<td>-504</td>
<td>-586</td>
<td>-526</td>
</tr>
<tr>
<td></td>
<td>$J_{13}$</td>
<td>-1.3</td>
<td>-4.7</td>
<td>-8.0</td>
<td>+20</td>
<td>-4.0</td>
<td>+21</td>
</tr>
<tr>
<td>3</td>
<td>$J_{12}$</td>
<td>-151</td>
<td>-184</td>
<td>-220</td>
<td>-174</td>
<td>-197</td>
<td>-166</td>
</tr>
<tr>
<td>4</td>
<td>$J_{12}$</td>
<td>-454</td>
<td>-554</td>
<td>-681</td>
<td>-525</td>
<td>-587</td>
<td>-546</td>
</tr>
<tr>
<td></td>
<td>$J_{13}$</td>
<td>-488</td>
<td>-585</td>
<td>-720</td>
<td>-514</td>
<td>-629</td>
<td>-515</td>
</tr>
<tr>
<td>5</td>
<td>$J_{12}$</td>
<td>-410</td>
<td>-490</td>
<td>-599</td>
<td>-444</td>
<td>-516</td>
<td>-463</td>
</tr>
<tr>
<td></td>
<td>$J_{13}$</td>
<td>-1.2</td>
<td>-3.2</td>
<td>-0.6</td>
<td>+13</td>
<td>-8.8</td>
<td>+28</td>
</tr>
</tbody>
</table>

$^a$ Active space (electrons, orbitals): 1, (7, 5); 2, (9, 6); 3, (10, 7); 4, (12, 8)
$^b$ Active space (electrons, orbitals): 1, (7, 8); 2, (9, 9); 3, (10, 11); 4, (12, 12)
that can be ascribed to the non-inclusion of dynamic correlation effects in the CASSCF calculations. For these reasons, the B3LYP functional is a good choice for the calculation of the exchange coupling constants in hypothetical benchmark systems with several paramagnetic centers. If we turn our attention to polynuclear transition metal complexes, in the same work, there is an analysis using the B3LYP functional of the exchange coupling constants in polynuclear oxalato-bridged Cu(II) complexes.

The calculated exchange coupling constants for some polynuclear models similar to that shown in 6 are reported in Table 2 [34]. An interesting procedure to calculate exchange coupling constants in large polynuclear complexes is the substitution of some paramagnetic cations by similar diamagnetic cations, keeping only two paramagnetic cations. Thus, the new system can be treated as a dinuclear system and the exchange coupling between the two remaining paramagnetic center can be obtained directly with two energy calculations. For instance, in the oxalato-bridged trinuclear complex by replacing one of the Cu(II) ions by a diamagnetic Zn(II) cation. The resulting Cu2Zn complexes are equivalent to a dinuclear Cu(II) complex from the magnetic point of view and it is possible to obtain the two exchange coupling constants (J12 and J13) depending on which of the copper atoms is replaced by zinc.

From the results collected in Table 2 for oxalato-bridged Cu(II) model complexes, the conclusions were that the values of the calculated J12 constants are within the range of the experimental values for oxalato-bridged dinuclear complexes (−284 to −402 cm⁻¹) [45]. Likewise, the calculated J values obtained by substituting one Cu(II) cation by one Zn(II) ion are in very good agreement with those obtained directly for the trinuclear complex. Thus, the strategy of substituting paramagnetic atoms by diamagnetic

<table>
<thead>
<tr>
<th></th>
<th>J12</th>
<th>J13</th>
<th>J23</th>
<th>J14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dinuclear Cu₂</td>
<td>−369</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trinuclear</td>
<td>−381</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trinuclear Cu₂Zn</td>
<td></td>
<td>−5.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trinuclear CuZnCu</td>
<td></td>
<td>2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tetranuclear</td>
<td>−375</td>
<td>−5.8</td>
<td>−421</td>
<td>−0.1</td>
</tr>
</tbody>
</table>

Table 2 Exchange coupling constants J (cm⁻¹) calculated at B3LYP level for polynuclear oxalato-bridged Cu(II) complexes (see 6) [34]
ones to reduce the evaluation of coupling constants to calculations for magnetically dinuclear complexes seems highly promising and might be extended to more time demanding methods. The next-nearest neighbor (J_{13}) and next-next-nearest neighbor (J_{14}) coupling constants are much smaller than the nearest neighbor one, as expected the J_{23} value for the tetranuclear complex is slightly larger than that corresponding to the interaction involving a terminal copper ion (J_{12}) as found also for the H⋯He systems (see Table 1).

In the same paper [34], some non-modeled trinuclear complexes were also studied. For example, the full structure of an oxamato-bridged trinuclear Cu(II) complex, bis(μ₂-N,N’-propane-1,3-diyl-bis(oxamato))-bis(N,N,N’,N’-tetramethylethane-1,2-diamine)-bis-(selenocyanato)-tri-copper(II) dihydrate, shown in Fig. 1, including counterions and solvent molecules that are close to the molecule of the complex. The experimental data obtained from magnetic susceptibility measurements has been fitted with just one exchange coupling constant, J_{12} = −355.7 cm⁻¹.[46] The results using the UB3LYP method confirm that the interaction between the terminal Cu(II) ions is rather weak, −2.2 cm⁻¹, while the coupling constant between two adjacent Cu(II) ions is −277 cm⁻¹, thus reproducing the sign and magnitude of the experimental J value.

A heterotrinuclear Mn(III) complex with tris(dimethylglyoximato)copper(II) tetranions as bridging ligands (see Fig. 2) was also analyzed. This compound is interesting because it contains different paramagnetic centers having more than one unpaired electron in two of the paramagnetic centers. The calculated coupling constants using the B3LYP functional were −141.3 cm⁻¹ for the Mn(III)Cu(II) interaction and −6.2 cm⁻¹ for the Mn(III)Mn(III) one, which compare very well with the experimental values of −126.2 and −5.6 cm⁻¹, respectively [47].
The presence of more than two paramagnetic centers causes the existence of next-nearest neighbor interactions. It is possible to deduce from the values presented previously that such interactions are usually small and antiferromagnetic. It is a well-known fact that the strong dependence in hydroxo-bridged Cu(II) dinuclear complexes of the exchange interaction with structural parameters, such as the Cu-O-Cu angle and the out-of-plane shift of the hydrogen atoms of the bridging ligands [48, 49]. However, the analysis of the magnetostructural correlation for the next-nearest neighbor interaction in trinuclear hydroxo-bridged Cu(II) complexes show a practically constant value non-dependent of the structural parameters previously indicated, while the nearest-neighbor interaction presents practically the same magnetostructural correlations as those in the dinuclear complexes [50]. It is also worth noting that while the exchange pathway is constituted for only one oxygen atom, the next-nearest neighbor interaction is close to $-60 \text{ cm}^{-1}$. This is considerably larger than the values previously indicated for larger bridging ligands. For that reason, as was indicated above, these interactions must be considered carefully, in many cases, during the fitting of the experimental magnetic susceptibility.

As the conclusion of this section, it is interesting to point out that a general procedure to obtain the exchange coupling constants of any polynuclear complex, including multicenter paramagnetic organic molecules, is described in the literature. Furthermore, the application of DFT methods using hybrid functionals to calculate exchange coupling constants in polynuclear complexes provides excellent results as do those described in the literature previously for dinuclear transition metal complexes.
3 Historical Overview of the Calculation of Exchange Interactions in Polynuclear Systems

3.1 Transition Metal Complexes with a Cubane Core

As was indicated previously, the first publication of a theoretical study to calculate the exchange coupling constants using DFT methods was devoted to the iron-sulfur clusters present in ferredoxine [21]. These metallo-proteins play a significant role in many electron transfer processes [51] and also in catalysis [52], e.g., in some dehydratases, in practically all types of living organisms. The analysis of the literature also indicates that considering as parameter the number of publications; it is also the most studied system in this field [24–26, 53–63]. Likewise, the redox potentials of such systems have been extensively studied to understand the electron transfer processes in which these iron-sulfur clusters are involved [59, 64, 65]. Nevertheless, these iron-sulfur clusters are particularly complex systems due to the diversity of oxidation states that they can present and the mixed valence character for the simultaneous presence of Fe(II) and Fe(III) cations. In such compounds, the electrons involved in the double exchange appear completely localized in the “broken” symmetry low-spin states whilst they are delocalized in high spin solutions. This different behavior must be considered by introducing B resonance contributions into the equations to obtain the J values. The model employed in the calculation is usually [Fe₄S₄(SCH₃)₄]ⁿ⁻ where the methyl substituents replace the cysteine groups of the protein (see Fig. 3). The first results obtained for the J value of the [Fe₄S₄(SCH₃)₄]²⁻ complex with the Xα-SW and Xα-LCAO methods are −376 and −454 cm⁻¹, respectively [24]. Despite the local character and the simplicity of the functional, such values are in good agreement with the experimental data of −464 cm⁻¹ of a synthetic model of the protein [66]. However, the same approach overestimates

Fig. 3 Molecular model [Fe₄S₄(SCH₃)₄]ⁿ⁻ of the iron-sulfur active center of ferredoxine proteins. The carbon, iron, sulfur, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively.
considerably the J values for equivalent dinuclear and trinuclear complexes. The analysis of the calculated J values shows that, for this family of compounds, $J(\text{Fe(III)-Fe(III)}) > J(\text{Fe(III)-Fe(II)}) > J(\text{Fe(II)-Fe(II)})$ [26]. Recently, Torres et al. have calculated the J values for $[\text{Fe}_4\text{S}_4(\text{SCH}_3)_4]^n$ (n=0, 1, 2, 3, and 4) (Table 3) using the GGA functional proposed by Becke and Perdew, confirming the trend indicated previously [59].

The molecular bistability that presents the cyclopentadienyl-capped iron-sulfur cluster $[(\text{C}_5\text{H}_5)_4\text{Fe}_4\text{S}_4]^2^+$ has been studied by McGrady using the Becke-Perdew functional [67, 68]. These systems show two different minima, a triplet state with $D_2$ symmetry and a $C_2$-symmetric singlet state. For the same complex, even small changes, for example the kind of counterion and, consequently, the packing forces are enough to change the symmetry and the ground state of these iron-sulfur cubanes.

Czerwinski and coworkers have studied the exchange coupling constants of the $[\text{Fe}_6\text{S}_6\text{Cl}_6]^-$ cluster which is the active center in some proteins and enzymes [69, 70]. The structure can be described as two cubanes sharing one face, with the Fe(II) cation placed in the shared face (see Fig. 4) while the

<table>
<thead>
<tr>
<th>n</th>
<th>S</th>
<th>$J_{\text{calc}}$</th>
<th>$J_{\text{exp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4 Fe(III) 0</td>
<td>$-907$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3 Fe(III)-Fe(II) 1/2</td>
<td>$-725, -675$</td>
<td>$-797, -652$</td>
</tr>
<tr>
<td>2</td>
<td>2 Fe(III)-2Fe(II) 0</td>
<td>$-645$</td>
<td>$-340$</td>
</tr>
<tr>
<td>3</td>
<td>Fe(III)-3Fe(II) 1/2</td>
<td>$-519$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4 Fe(II) 0</td>
<td>$-112$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4 View of $[\text{Fe}_6\text{S}_6\text{Cl}_6]^-$ iron-sulfur complex. The Fe(II) cation is placed in the position labeled as 6. The carbon, iron, sulfur, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively.
other five positions are occupied by Fe(III) cations. The Hamiltonian employed to describe the interactions in this complex is the following:

\[
\hat{H} = -J_1 (\hat{S}_1 + \hat{S}_2 + \hat{S}_3 + \hat{S}_4 + \hat{S}_5) \hat{S}_6 - J_2 (\hat{S}_1 \hat{S}_4 + \hat{S}_1 \hat{S}_5 + \hat{S}_2 \hat{S}_3 \\
+ \hat{S}_2 \hat{S}_5 + \hat{S}_3 \hat{S}_5 + \hat{S}_4 \hat{S}_5) - J_3 (\hat{S}_1 \hat{S}_2 + \hat{S}_3 \hat{S}_4) - J_4 (\hat{S}_1 \hat{S}_3 + \hat{S}_2 \hat{S}_4)
\]

(9)

The results obtained using the BLYP functional and numerical basis sets are \(-22 \text{ cm}^{-1}\) for the Fe(II)-Fe(III) interaction \(J_1\) while the \(J_2, J_3,\) and \(J_4\) values corresponding to the Fe(III)-Fe(III) interactions are \(-146, +130,\) and \(-81 \text{ cm}^{-1}\), respectively [71]. More recently, the possible ground state of the \([\text{Fe}_6\text{S}_6]^{2+}\) cluster has been analyzed using DFT calculations with the hybrid B3LYP functional. This cluster is more complex than the one previously described due to the presence of four Fe(II) cations, resulting in several possible distributions of the cations. The inclusion of the double exchange terms leads to a \(S=3\) ground state [70].

In the field of the bioinorganic compounds, it is also worth mentioning the theoretical studies of the FeMo cofactor of the nitrogenase in the Noodleman’s group [72–74]. The structure of the FeMo cofactor is closely related to the iron-sulfur clusters previously discussed, and can be described as two \(\text{Fe}_4\text{S}_4\) and \(\text{MoFe}_3\text{S}_4\) cubanes sharing an edge, where recently the presence of a light atom was discovered. Some experimental and theoretical evidence suggest that this is a nitrogen atom (see Fig. 5) [75]. Noodleman et al. have analyzed the energy of several spin distributions for the \(\text{Mo(IV)}\cdot4\text{Fe(II)}\cdot3\text{Fe(III)}\) and \(\text{Mo(IV)}\cdot6\text{Fe(II)}\cdot\text{Fe(III)}\) oxidation levels [76]. The more oxidized assignment is consistent with the ENDOR data [77] while the second one was proposed on the basis of Mössbauer measurements [78].

The first studies using DFT methods not including the central atom [72] suggest that the \(\text{Mo(IV)}\cdot6\text{Fe(II)}\cdot\text{Fe(III)}\) oxidation level with a spin distribu-

![Fig. 5](image)

**Fig. 5** Representation of the active site of the nitrogenase. The central part corresponds to the \(\text{MoFe}_7\text{S}_9\) cluster. The carbon, molybdenum, oxygen, iron, sulfur, nitrogen, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively.
tion shown in 7 fulfills most of the experimental data, such as redox potentials and structural parameters. This is also, theoretically, one of the more stable distributions. In this spin distribution, there is an antiferromagnetic interaction between the terminal Fe(III) cation and the other three Fe(II) ions of the Fe4 cubane resulting in an S value of 7/2. This Fe4 cubane is also antiferromagnetically coupled with the Fe3 triangle that has S=2 due to the frustration, resulting in a total value of 3/2 which is in agreement with the experimental measurements. However, the inclusion of the central nitrogen atom is “non-innocent” for the electronic structure of this system. Dance has carried out an investigation [79], using a numerical basis set with the BLYP functional six different oxidation levels, to check which of them has a S=3/2 state with low energy. There are three feasible oxidation levels but only one of them, Mo(IV)-4Fe(II)-3Fe(III), shows a redox potential in agreement with the experimental data. Other authors, such as Noodleman [76] and Norskov [80], have reached the same conclusion, also using different criteria such as geometrical parameters by comparison of optimized DFT structures with the experimental crystal data. The more stable spin distribution is the one that is proposed for the other oxidation level (see 7), with the two extra Fe(III) cations placed in the Fe3 triangle with opposite spins corresponding to an antiferromagnetic coupling between them. This result was expected because, as was indicated previously for the iron-sulfur cluster, the J(Fe(III)-Fe(III)) value should be the strongest antiferromagnetic coupling.

A theoretical study using the B3LYP functional devoted to the molecular complexes with a Cu4O4 core was published recently.[81] This kind of structure can be classified into three groups according to the intermetallic distance. The first contains complexes with two short and four long Cu⋯Cu distances, called 2+4 (see 8). The second class presents four short and two long Cu⋯Cu distances, and will be labeled from here on as 4+2 (those with S4 symmetry, 9). Finally, for compounds in the third class all six Cu⋯Cu distances are similar, and they will be termed 6+0.
Two systems were selected for such a study: a complex with a 2+4 type structure and hydroxo bridging ligands and an alkoxo-bridged complex that belongs to the 4+2 category (see Fig. 6).

The results for the 2+4 type complex indicate that the high spin state \((S=2)\) is the ground state and the two calculated exchange coupling constants, corresponding to the intradimer \((J)\) and interdimer coupling \((J')\), are \(+68.0\) and \(+0.6 \text{ cm}^{-1}\), respectively. Experimental values are \(+15.1\) and \(+0.2 \text{ cm}^{-1}\), respectively [82]. It is worth noting that this complex shows a relatively small experimental \(J\) value compared with other hydroxo-bridged binuclear complexes with similar Cu-O-Cu angles, even if it shows a small roof-shape distortion of the Cu2O2 framework which was found to enhance the ferromagnetic behavior [48, 49].

The second complex containing a Cu4O4 core has alkoxo-bridging ligands and adopts a 4+2 structure with approximate \(S_4\) symmetry. The calculated \(J\) and \(J'\) values are \(+44.1\) and \(+6.2 \text{ cm}^{-1}\), respectively. Comparison with the experimental values, \(+44.9\) and \(-16.3 \text{ cm}^{-1}\), indicates a discrepancy in the sign of \(J'\) [83]. The analysis of the superexchange pathway for the \(J'\) constant

Fig. 6 Representation of two complexes with \(\text{Cu}_4\text{O}_4\) cubane core. Attending to the proposed classification, one of them has a 2+4 type structure (left, see 8) while the second one belongs to the 4+2 category (right, see 9) The carbon, copper, oxygen, chlorine, nitrogen, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively
shows the presence of two long Cu–O distances of 2.5 Å at each side of the bridge. Equivalent binuclear complexes with long bridging Cu–O distances show rather small exchange coupling constants, of ca. ±1 cm\(^{-1}\). An alternative procedure to calculate the coupling constants for this complex is to transform the Cu\(_4\)O\(_4\) core into a simple Cu(II) binuclear complex by replacing two Cu(II) centers by diamagnetic Zn(II) ones. The new hypothetical systems generated in this way are equivalent to Cu(II) binuclear complexes and allows one to calculate the two coupling constants depending on the sites occupied by the Cu(II) atoms. This approach gives values of \(J\) and \(J'\) of +49.4 and +2.9 cm\(^{-1}\), respectively, very close to those obtained from the calculation for the original Cu\(_4\)O\(_4\) core.

The exchange coupling constants of a complex with a [Mn(IV)Mn(III)\(_3\)O\(_3\)Cl]\(^+\) cubane core (see Fig. 7) were calculated by Noodleman et al. using an LCAO X-α method \[84\]. Two exchange coupling constants have been employed to describe the interaction using the following Hamiltonian:

\[
\hat{H} = -J_{33}(\hat{S}_1\hat{S}_2 + \hat{S}_1\hat{S}_3 + \hat{S}_2\hat{S}_3) - J_{34}(\hat{S}_1\hat{S}_4 + \hat{S}_2\hat{S}_4 + \hat{S}_3\hat{S}_4)
\]

(10)

where \(J_{33}\) and \(J_{34}\) correspond to the Mn(III)-Mn(III) and Mn(III)-Mn(IV) interactions, respectively. The results including a perturbational GGA correction to the local results are +38.6 and −93.2 cm\(^{-1}\) for \(J_{33}\) and \(J_{34}\), respectively, which is good agreement with the experimental values of +24.2 and −53.6 cm\(^{-1}\) \[85\]. The analysis of the spin populations of the S=9/2 single-determinant state reveals the predominance of a polarization mechanism in the exchange pathways for this kind of interactions.
One of the problems in polynuclear complexes with antiferromagnetic coupling, for instance in cubane structures, is the existence of frustration due to the impossibility that all the spins adopt the opposite direction in respect to their neighbors when the interactions are antiferromagnetic. This physical behavior results in a loss of the co-linearity of the spins, usually called spin canting. In order to study such effect in polynuclear transition metal complexes, Yamaguchi and coworkers have implemented a generalized spin density functional theory that allows to the spin adopt different orientations in the space [86–88]. The application of such an approach has been tested with some polynuclear complexes, such as Mn₄O₄ cubanes.

3.2 Single-Molecule Magnets

Pederson and coworkers have studied the exchange coupling constants in different polynuclear complexes, some of them presenting single-molecule magnet behavior [89]. They have employed their own computer code NRLMOL using the generalized-gradient approximation functional proposed by Perdew, Burke and Ernzerhof (PBE) [90], and Gaussian basis sets. The K₆[V₁₅As₆O₄₂(H₂O)]·8H₂O compound is a polyoxometalate complex synthesized by Müller et al. showing a ground state with S=1/2 as result of the interaction of the 15 V(IV) cations [91, 92]. The structure can be described as two parallel hexagons formed by the V(IV) cations with a central triangle. The analysis of the topology reveals that there are six different exchange coupling constants (see Fig. 8). The structure was optimized using the PBE functional and thirteen spin configurations where calculated to obtain, using a fitting, the six exchange coupling constants: J=−290.3, J’=22.7, J''=−15.9, J₁=−13.8, J₂=−23.4, and J₃=−0.55 meV (1 meV=8.065 cm⁻¹) [35, 93]. It is

![Fig. 8](image.png) Representation of the molecular structure of the V₁₅ complex (left). The larger spheres correspond to the vanadium atoms. Scheme showing the interactions between the V(IV) cations corresponding to the six exchange interactions considered for the description of the magnetic properties (right)
worth noting the presence of a ferromagnetic coupling in this compound. The results of the diagonalization of the Heisenberg Hamiltonian matrix indicate a ground state with $S=1/2$ whilst the first excited state has $S=3/2$. This is in agreement with the experimental data, however, the calculated doublet-quadruplet gap is 10 K which is significantly larger than the experimental value of 3.7 K [94]. Likewise, there are also important differences between the calculated and experimental magnetic susceptibilities. Both discrepancies can be explained by the too large calculated $J$ values. Boukhvalov et al. have performed a similar study of the $V_{15}$ complex using a LDA+U method [95] obtaining the following results for $U=5.0$ eV, $J=-139.4$, $J'=\pm5.2$, $J''=-20.6$, $J_1=-29.0$, $J_2=-21.0$, and $J_3=-0.6$ meV [96]. They considered also three next-nearest-neighbor interactions with relatively small exchange coupling values with the same order of magnitude as the $J_3$ interaction. They analyzed the influence of the $U$ parameter in the calculated values. The indicated value being the one that better reproduces the experimental magnetic susceptibility. The inclusion of the on-site repulsion parameter $U$ improves the results provided by the PBE functional and results in a better agreement with the experimental magnetic susceptibility and a doublet-quadruplet gap of 4.92 K.

Recently, a new single-molecule magnet $[\text{Mn}_4\text{O}_3\text{Cl}_4\text{O}_2\text{CEt}_3\text{py}_3]_2$ was synthesized and characterized by Wernsdorfer and coworkers [97]. The complex can be described as a dimer of a $3\text{Mn(III)}\cdot\text{Mn(IV)}$ complex through hy-

Fig. 9 View of the molecular structure corresponding to the $[\text{Mn}_4\text{O}_3\text{Cl}_4\text{O}_2\text{CEt}_3\text{py}_3]_2$ dimer complex. The carbon, manganese, oxygen, chlorine, nitrogen, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively
drogen bonds and Cl···Cl interactions, usually called Mn$_4$ dimer (see Fig. 9). Each monomer has S=9/2, due to the ferromagnetic coupling between the three Mn(III) cations, being the exchange coupling with the Mn(IV) cation through oxo bridging ligands antiferromagnetic. This compound exhibits a new and peculiar behavior, showing quantum tunneling prior to magnetic field reversal and an absence of quantum tunneling at zero field in contrast with the typical single-molecule magnets, as Fe$_8$ and Mn$_{12}$ complexes. The calculated exchange interaction using the PBE functional between the two Mn4 complexes is 0.24 K using the optimized structure for the monomer and 0.27 K when the experimental structure was employed [98, 99]. These two values are slightly larger than the experimental value of 0.1 K. The study of Pederson et al. also has shown a linear dependence between the logarithm of the calculated exchange constants and the monomer-monomer relative distance.

The Mn$_{12}$ complex is considered as the prototype of single-molecule magnet and many studies were devoted to the original compound and its derivatives (see Fig. 10) [13, 14]. The exchange coupling constant of the Mn$_{12}$ complex has also been calculated using different approaches (see Table 4) [100–102]. In this case, some experimental values have been proposed despite the

![Fig. 10](image-url) Representation of the Mn$_{12}$ complex. The four exchange interaction pathways have been indicated by different lines. The carbon, manganese, oxygen, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively.
impossibility of performing a complete fitting of the magnetic susceptibility due to the large number of states involved. The experimental values labeled as Exp.1 correspond to the original experimental work but this set of parameters does not lead to an S=10 ground state [14]. The second set of proposed values reproduces correctly the multiplicities of the ground and first excited state and its experimental energy difference of 35 K. However, it does not lead to a satisfactory magnetization curve [103]. The third set of parameters seems to be more accurate as they reproduce correctly the essential experimental information [104]. The analysis of the DFT values indicates that only the results with the PBE functional and B3LYP functionals reproduce correctly the sign of the J3 interaction. The theoretical methods indicate that the J1 and J2 interactions are the strongest antiferromagnetic coupling in agreement with the set of parameters proposed from the experimental data. As expected, due to the worse description of the exchange terms, the PBE functional leads to values that are larger than those provided by LDA+U or B3LYP functionals.

This section has been devoted to show a historical perspective of the theoretical work dedicated to studying the exchange interactions in polynuclear transition metal complexes. As indicated previously, the other important parameters that controls the magnetic properties, especially in the case of the single-molecule magnets, are those related to the magnetic anisotropy that can be quantified through the E and D zero-field splitting parameters. Despite this review being mainly dedicated to the exchange interactions, it is worth making a brief discussion about the calculation of the zero-field parameters due to the importance of the magnetic anisotropy effects. The study of such parameters for single-molecule magnets was carried out in Pederson’s group by introducing the spin-orbit effect using a perturbative approach [17, 105–108]. The results using the PBE functional for some polynuclear complexes are shown in Table 5.

The agreement between the calculated zero-field splitting parameters using the PBE functional and the experimental values can be considered excellent taking into account the magnitudes involved. Only the case of the Co4 complexes shows considerable deviations from the experimental values.

### Table 4

Proposed parameters from experimental data and calculated values using different DFT methods of the exchange coupling constants J (K) for the Mn12 complex. The LDA+U results have been obtained using a U value of 8.0 eV.

<table>
<thead>
<tr>
<th>J1</th>
<th>Exp. 1</th>
<th>Exp. 2</th>
<th>Exp. 3</th>
<th>LDA+U</th>
<th>PBE</th>
<th>B3LYP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-225</td>
<td>-215</td>
<td>-119</td>
<td>-94</td>
<td>-115</td>
<td>-76</td>
</tr>
<tr>
<td>J2</td>
<td>-90</td>
<td>-85</td>
<td>-118</td>
<td>-52</td>
<td>-84</td>
<td>-40</td>
</tr>
<tr>
<td>J3</td>
<td>-90</td>
<td>-8</td>
<td>-60</td>
<td>+4</td>
<td>+17</td>
<td>+9</td>
</tr>
<tr>
<td>J4</td>
<td>0</td>
<td>+64.5</td>
<td>-23</td>
<td>-14</td>
<td>-17</td>
<td>-9</td>
</tr>
<tr>
<td>Ref.</td>
<td>[14]</td>
<td>[103]</td>
<td>[104]</td>
<td>[101]</td>
<td>[102]</td>
<td>[100]</td>
</tr>
</tbody>
</table>
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These discrepancies are probably due to large differences between the optimized structure employed in the calculations and the experimental one [109, 112]. In conclusion, after the analysis of the presented results, it is possible to affirm that theoretical methods based on density functional methods can be employed to reproduce the experimental data and to analyze the exchange coupling constants and the zero-field splitting parameters of polynuclear transition metal as well as a predictive tool for the design of new molecular nanomagnets. In the next section, a detailed example of how theoretical methods can help in the analysis and understanding of the magnetic behavior of some hexanuclear transition metal complexes will be presented.

4 A Detailed Example: Hexanuclear Cu(II) and Ni(II) Polysiloxanolates

The hexanuclear complexes of Cu(II) and Ni(II) with polysiloxanolate ligands display different magnetic behavior [20]. The Cu(II) complex shows a ferromagnetic coupling with a ground state of $S=3$ [113], while in the case of the Ni(II) complex the ground state has $S=0$ [114]. Analysis of the crystal structures reveals a similar structure of the complex, but in the case of the nickel atom a chloride anion is placed in the center of the channel in order to complete the octahedral coordination whilst the copper atom has square pyramidal coordination (see Fig. 11).

The calculation of the exchange coupling constants of the polysiloxanolate complexes were performed using the B3LYP [41] as implemented in Gaussian98 code [115]. A basis set of triple-$\zeta$ quality [116] was employed for the copper and nickel atoms and a double-$\zeta$ quality for other atoms [117]. The only modelisation adopted was to substitute the phenyl rings of the polysiloxanolato ligands for hydrogen atoms. For the calculation of the exchange coupling constants the three spin distributions shown in 10 were calculated.

<table>
<thead>
<tr>
<th>Complex</th>
<th>$S$</th>
<th>$D_{\text{calc}}$</th>
<th>$D_{\text{exp}}$</th>
<th>$E_{\text{calc}}$</th>
<th>$E_{\text{exp}}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn$<em>{12}$O$</em>{12}$(O$<em>2$CH)$</em>{16}$(H$_2$O)$_4$</td>
<td>10</td>
<td>-0.56</td>
<td>-0.56</td>
<td>0</td>
<td>0</td>
<td>[17]</td>
</tr>
<tr>
<td>[Mn$_{10}$O$_4$(2,2'-biphenoxi))$<em>6$Br$</em>{12}]^{4-}$</td>
<td>13</td>
<td>-0.06</td>
<td>-0.05</td>
<td>0</td>
<td>0</td>
<td>[110]</td>
</tr>
<tr>
<td>[Fe$_8$O$<em>2$(OH)$</em>{12}$(tacn)$_6$]Br$_9$H$_2$O</td>
<td>10</td>
<td>-0.53</td>
<td>-0.205</td>
<td>0.054</td>
<td>0.038</td>
<td>[111]</td>
</tr>
<tr>
<td>Co$_4$(CH$_3$C$_6$H$_4$N)$_4$(CH$_3$O)$_4$Cl$_4$</td>
<td>6</td>
<td>-0.64</td>
<td>-5.6</td>
<td>0</td>
<td>0</td>
<td>[109]</td>
</tr>
<tr>
<td>Fe$_4$(OCH$_2$)$_6$(C$_2$H$_5$ON)$_6$</td>
<td>5</td>
<td>-0.56</td>
<td>-0.57</td>
<td>0.06</td>
<td>0.05</td>
<td>[89]</td>
</tr>
<tr>
<td>Cr(N(Si(CH$_3$)$_3$)$_3)$</td>
<td>3/2</td>
<td>-2.49</td>
<td>-2.66</td>
<td>0</td>
<td>0</td>
<td>[89]</td>
</tr>
</tbody>
</table>
The analysis of the symmetry of the two complexes indicates that the Cu$_6$ complex has $C_3$ symmetry and $C_2$ the Ni$_6$ analogue. Many exchange coupling constants can in principle be calculated (see 11) but these can be reduced by similarity, to facilitate the comparison with the experimental data as indicated in 12. From the calculated energies of these spin configurations one can then extract exchange coupling constants by associating them to energy expressions obtained as explained above, assuming $J$ (Eq. 12) for the Cu$_6$ complex:

**Fig. 11** View of the hexanuclear Cu(II) polysiloxanolate complex (left) and the corresponding Ni(II) complex with a chloride anion in the middle of the channel (right). The carbon, copper, nickel, oxygen, chlorine, silicon, and hydrogen atoms are represented by spheres of different shades of gray, from dark to bright, respectively.
\[ J = \frac{(E_A - E_F)}{6\sigma} \]  
(11a)

\[ J' = J - \frac{(E_A - E_B)}{4\sigma} \]  
(11b)

or \( J' = 0 \) (Eq. 12) for the \( \text{Ni}_6 \) complex:

\[ J' = \frac{(E_A - E_B)}{4\sigma} \]  
(12a)

\[ J'' = \frac{(E_A - E_F)}{3\sigma} - 2J \]  
(12b)

where \( \sigma = 2S_1S_2 + S_2 \) (being \( S_1 \leq S_2 \)) because the non spin-projection option was employed due to use of the B3LYP functional (see above). The alternative approach of replacing four paramagnetic centers for diamagnetic Zn(II) cations, to obtain dinuclear complexes from the point of view of the magnetic properties, was also employed. The results for the \( \text{Cu}_6 \) and \( \text{Ni}_6 \) complexes are collected in Tables 6 and Table 7 respectively.

The coupling constants obtained for the \( \text{Cu}_6 \) complex with both approaches are consistent, giving the same description of the exchange interactions: first-neighbor interactions are ferromagnetic with \( J \) values of about +40 cm\(^{-1}\), as expected from the Goodenough-Kanamori rules for bridging Cu-O-Cu angles of 91–92°, and are in excellent agreement with the value re-

### Table 6

<table>
<thead>
<tr>
<th></th>
<th>( \text{Cu}_2\text{Zn}_4 )</th>
<th>( \text{Cu}_6 )</th>
<th>Exp. 1</th>
<th>Exp. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>+38 (av.)^a</td>
<td>+37.9</td>
<td>+42</td>
<td>+37.5</td>
</tr>
<tr>
<td>( J' )</td>
<td>−0.3</td>
<td>−0.26</td>
<td>b</td>
<td>−0.62</td>
</tr>
<tr>
<td>( J'' )</td>
<td>−1.3</td>
<td>−</td>
<td>b</td>
<td>−1.35</td>
</tr>
</tbody>
</table>

^a Average of two first-neighbor interactions: \( J_{12} = +33 \text{ cm}^{-1} \) and \( J_{13} = +43 \text{ cm}^{-1} \)

b Assumed to be negligible

### Table 7

<table>
<thead>
<tr>
<th></th>
<th>( \text{Ni}_6 )</th>
<th>( \text{Ni}_2\text{Zn}_4\text{Cl}^a )</th>
<th>( \text{Ni}_6\text{Cl} )</th>
<th>Exp. 1</th>
<th>Exp. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>+4.01</td>
<td>+22.8</td>
<td>+25.4</td>
<td>+18.6</td>
<td>+17.8</td>
</tr>
<tr>
<td>( J' )</td>
<td>+0.05</td>
<td>−3.3</td>
<td>−25.4</td>
<td>−11.8^b</td>
<td>−3.9</td>
</tr>
<tr>
<td>( J'' )</td>
<td>−26.3</td>
<td>−28.1</td>
<td>−</td>
<td>−11.8^b</td>
<td>−22.2</td>
</tr>
</tbody>
</table>

^a For the \( \text{Ni}_2\text{Zn}_4\text{Cl} \) case, the values given are the averages of the analogous but non-equivalent coupling constants (\( J \) is the average of \( J_{12}, J_{13} \) and \( J_{24} \); \( J' \) is the average of \( J_{14}, J_{15}, \) and \( J_{45} \))

^b \( J' \) and \( J'' \) were assumed to be equal
ported as the best fitting to the experimental magnetic susceptibility data. Second- and third-neighbor interactions are much weaker and just marginally antiferromagnetic, thus providing support to the hypothesis adopted for the first fitting of the experimental data, namely $J_0/C_{25} = J_00/C_{25} = 0$. The temperature dependence of the magnetic behavior resulting from the theoretical $J$ values through the full diagonalization of the Heisenberg matrix is plotted in Fig. 12 along with the previously reported experimental data, showing an excellent agreement, down to 20 K. A new fitting of the experimental data was performed guided by the calculated values yielding to coupling constants (Table 6, last column) consistent with the theoretical results obtained with three different approaches. Remarkably, the magnetic behavior of this Cu$_6$ complex can be explained basically through only first-neighbor interactions.

In the case of the Ni(II) complex, we will consider the calculations for the, so far hypothetical, molecule without the chloride guest, (abbreviated as Ni$_6$), and then it will be considered the real Ni$_6$Cl system. In the former case, the calculated energies for the three spin configurations considered are shown in Fig. 13 (center). It is seen that the energy ordering is the same as for the Cu$_6$ analogue but with smaller energy differences, and summarized by the resulting positive coupling constant between nearest neighbors.

The presence of the guest chloride in the center of the hexanuclear ring dramatically affects the energies of the spin configurations considered (Fig. 13, right), clearly indicating an antiferromagnetic behavior, as found experimentally. Such energy ordering scheme translates into the coupling...
constants of Table 7, significantly ferromagnetic between nearest-neighbors, of the same order of magnitude but antiferromagnetic for the interaction through a linear Ni-Cl-Ni bridge, and rather small for second neighbors. A better idea of how well the calculated coupling constants describe the magnetic behavior of this compound can be obtained by looking at Fig. 12, where the theoretical $\chi\cdot T$ ($T$) curve together with the previously reported experimental values is shown. Therefore, in this case the approximation used in the first fitting of the temperature-dependence of the magnetic susceptibility ($J' = J''$) seems to be inappropriate. Using the calculated values as the starting point for a new fitting of the experimental data, a new set of exchange coupling constants was obtained (Table 7, last column) that are in excellent agreement with the calculated values for the Ni$_2$Zn$_4$Cl and Ni$_6$Cl clusters. Comparison of the results obtained for the pristine M$_6$ clusters with those for the Ni$_6$Cl compound with a chloride guest leads to the conclusion that the interaction of the Ni $z^2$ orbitals through the chloro-bridge determines its different behavior, as previously proposed by Cornia et al. [114].
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Abstract  SIESTA was developed as an approach to compute the electronic properties and perform atomistic simulations of complex materials from first principles. Very large systems, with an unprecedented number of atoms, can be studied while keeping the computational cost at a reasonable level. The SIESTA code is freely available for the academic community (http://www.uam.es/siesta), and this has made it a widely used tool for the study of materials. It has been applied to a large variety of systems including surfaces, adsorbates, nanotubes, nanoclusters, biological molecules, amorphous semiconductors, ferroelectric films, low-dimensional metals, etc. Here we present a thorough review of the applications in materials science to date.
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List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE-LMTO</td>
<td>All-electron tight-binding linear muffin-tin orbitals method</td>
</tr>
<tr>
<td>AF</td>
<td>Antiferromagnetic</td>
</tr>
<tr>
<td>APW</td>
<td>Augmented plane-wave</td>
</tr>
<tr>
<td>ARPES</td>
<td>Angle-resolved photoemission</td>
</tr>
<tr>
<td>As$_{Ga}$</td>
<td>As occupying a Ga site in the zinc-blend GaAs structure</td>
</tr>
<tr>
<td>As$_i$</td>
<td>As interstitial in GaAs</td>
</tr>
<tr>
<td>CDW</td>
<td>Charge density wave</td>
</tr>
<tr>
<td>DFH</td>
<td>Digital ferromagnetic heterostructures</td>
</tr>
<tr>
<td>DFT</td>
<td>Density functional theory</td>
</tr>
<tr>
<td>DKDP</td>
<td>Deuterated potassium dihydrogen phosphate</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of states</td>
</tr>
</tbody>
</table>
1 Introduction: DFT and the SIESTA Method

During the last decades, computational simulations have emerged as a field of paramount importance in many areas of science, complementary to both experiments and traditional theory. Materials science is no exception. Among the simulation methods that are having a major impact in materials research are those that study materials from an atomistic point of view, trying to derive the macroscopic properties from the behavior at the atomic level. In this area, electronic structure based techniques are a class on their own. The electrons are ultimately responsible for the binding of the atoms that build the material, and the nature of the electronic states determines the properties and its response to the environment. The prospect of being able to solve the equations that govern the microscopic behavior of electrons and nuclei has been present since the early days of quantum mechanics as a way to understand and predict the properties of condensed matter in detail. Both the development of powerful numerical techniques (hand in hand with the advent and continuous improvement of the power of digital computers), and the derivation of approximate schemes to simplify the coupled many-body quantum-mechanical problem, has brought us to a situation in which it is possible to solve systems as complex as biological molecules like DNA [1].
Among the methodological advances that have enabled us to solve the electronic structure of complex materials, the Density Functional Theory (DFT) [2, 3] plays a starring role. It provides a framework within which the basic physics of many-electrons systems can be understood without the complexities of the many-body wave function [4]. However, and more importantly for the applications, it represents a practical way of performing computations in systems with a large number of electrons, without encountering the exponential system size dependence present in accurate wave function methods. The practical schemes for DFT rely on approximations to the exact theory, which have nevertheless been very thoroughly tested during the last decades, giving us a large body of experience on which are the properties and systems that can be accurately described. We now count on practical DFT approaches which are able to provide ground state total energies accurate to a level often comparable to that of quantum chemistry methods based on wave functions. Having access to the total energy of the ground state gives us much more information than might appear at first sight: for instance, the equilibrium geometry, the structure around defects and impurities, the activation energy of diffusion of atoms, or the atomic vibrations (to mention just a few properties) can be obtained using the knowledge of the variation of the total energy with the atomic positions. Besides, properties of the excited states (like electronic excitations, optical processes, photoinduced atomic rearrangements, etc.) are starting to be accessible to DFT techniques due to recent advances such as Time-Dependent DFT [5], although they are considerably more expensive computationally and not so widespread and commonly used as the ground state techniques.

The introduction of the so-called Car-Parrinello [6] and related methods (for a review see [7]) brought a new perspective to the field, by coupling the calculation of total energies and forces from DFT with the techniques of Molecular Dynamics (MD) [8]. These methods are allowing for realistic simulations of the atomic dynamics, thus making possible a direct understanding of chemical reactions and other atomistic processes. This has opened the door to virtual, computational experiments, in which the physical properties are simulated on a computer instead of the laboratory, leading to information and insight that can be difficult or even impossible to obtain in a real experiment.

Important effort has been devoted to the efficiency aspects of practical DFT implementations. However, their complexity, in terms of the scaling with the size of the system or the number of electrons, has remained a serious obstacle for the application to systems with very large sizes. The reason is that the computational effort required for the solution scales in general as the cube of the system size (or number of atoms being considered) [7]. This is due to the step involving the diagonalization of the electronic Hamiltonian, and the orthogonalization of the wavefunctions. Although this is a much less stringent obstacle than the exponential scaling of the most accurate
quantum chemistry methods, it still poses a practical barrier for reaching systems with more than a very few hundreds of atoms (in the most powerful parallel supercomputers). However, since the beginning of the past decade, great advances have been made towards eliminating this superlinear barrier, and to develop methods that scale only linearly with system size: the so-called Order-N, O(N) or linear-scaling methods [9, 10]. These O(N) approaches provide an approximate solution of the electronic problem, making use of the localization properties (either for the electronic states, in terms of Wannier functions, or for the density matrix), and allow to reach system sizes of a few thousands of atoms, even in (modern) personal computers.

While the implementation of (O(N)) approaches with empirical tight binding Hamiltonians [11] is rather straightforward [9], the application in the context of DFT is much more involved. One of the successful approaches is the SIESTA method, which is the subject of this paper. SIESTA (which stands for Spanish Initiative for Electronic Simulations with Thousands of Atoms) is a fully selfconsistent implementation of DFT, based on a flexible linear combination of atomic orbitals (LCAO) basis set, with essentially perfect O(N) scaling. It allows for extremely fast calculations using small basis sets, and very accurate calculations with multiple-zeta and polarized bases, depending on the accuracy required and the available computational power. Being based on localized orbitals, the method is well suited to describe systems with arbitrary dimensionality (from molecules or clusters to three-dimensional crystals), since the presence of vacuum does not involve an extra cost as in the case of plane-wave approaches. The method has been introduced in previous publications [12, 13] and thoroughly described in detail in a recent paper [14], and therefore we will only give here a brief overview of the most important aspects of the method. A previous review [15] described early applications mainly to nanoscale materials, such as nanotubes, surfaces and biomolecules.

As most of the electronic structure simulation methods, we start with the Born-Oppenheimer approximation to decouple the ionic and electronic degrees of freedom. The ions are treated classically, while the electrons are described by quantum mechanics. The electronic wavefunctions are solved in the instantaneous potential created by the ions, and are assumed to evolve adiabatically during the ionic dynamics, so as to remain on the Born-Oppenheimer surface. Beyond this, the most basic approximations of the method concern the treatment of exchange and correlation (XC) and the use of pseudopotentials. XC is treated within Kohn-Sham DFT [3]. Both the local (spin) density approximation (LDA/LSDA) [16] and the generalized gradients approximation (GGA) [17] are implemented. The pseudopotentials are standard norm-conserving [18, 19], treated in the fully non-local form proposed by Kleinman and Bylander [20].
Sparsity of the Hamiltonian and overlap matrices is a requisite for O(N) methods. To achieve sparsity, we use strictly confined basis orbitals, which go to zero beyond a certain radius from their center, as originally proposed by Sankey and Nikleski [21]. The orbitals are of the atomic type, being the product of a numerical radial function times a spherical harmonic. The angular momentum of the basis orbitals can be arbitrarily large, and for each atom there can be one or several orbitals with the same angular shape but different radial shape (multiple-\(\zeta\) bases). The orbitals have a cutoff radius beyond which it is zero, this radius being in general different for each orbital. The radial shape of the orbitals, which is stored numerically, can be introduced by the user at will, so the method is not restricted to a given kind of radial functions. However, the code also provides several automatic procedures to generate basis sets. These are described in [22–24]. These works also show the quality of these basis sets, which in the case of double-\(\zeta\) plus polarization (DZP) bases in general is comparable to that of plane waves (with the cutoff typically used for geometry optimizations and total energy differences calculations). Small basis sets like simple-\(\zeta\) (SZ) provide semi-qualitative results, in general similar to those of Car-Parrinello MD simulations with small plane wave cutoffs. In any case, it should be noted that, as in other localized basis approaches like Gaussians, the choice of the basis set is an important issue that should be given careful consideration for each particular problem (see [22–24] for details). Also, again similarly to the case of Gaussians, periodic systems require particularly chosen basis sets, which are in general more compact and shorter than the ones for molecules, since they do not need to describe the decay of the wavefunctions into vacuum.

The matrix elements of the DFT Hamiltonian between basis set orbitals are computed using a range of techniques specifically suited for strictly localized atomic orbitals, which are described in [14]. Some matrix elements can be expressed in terms of two center integrals, which are stored beforehand as a function of distance between the centers, and interpolated during the dynamics, as in the case of the overlap and the pseudopotential Kleinman-Bylander projectors. Other matrix elements are computed by direct integration on a three-dimensional real space grid. In any case, the calculation of all the non-zero matrix elements is done in O(N) operations, yielding an excellent performance even for very large systems. It should be noted that the linear scaling of the calculation of the matrix elements holds independently of the type of system being considered, and is a direct consequence of the localization of the basis sets. However, the solution of the electronic Hamiltonian in O(N) operations by means of the use of the localization properties of the Wannier functions or the density matrix, involves approximations that only remain valid for the case of systems with a gap, and therefore fail in the case of metals. In these cases, the solution of the Hamiltonian must be done using the traditional techniques which scale as the cube of the system size, whereas the calculation of the Hamiltonian still scales linearly.
Upon solution of the electronic problem, the total energy of the system is obtained, as well as the forces on the atoms and the stress tensor. This allows one to perform structural relaxations and MD simulations. Several MD techniques are implemented and available in SIESTA. Besides, a wide range of properties related to the electronic structure can be readily obtained [14]. The efficiency and the wide range of utilities indeed make SIESTA a very useful tool for the study of complex materials. In this paper, we will review applications of SIESTA to a whole variety of different materials. We will give emphasis to inorganic solids, to which most of the applications of SIESTA have been devoted. In the next section we describe applications to different aspects of semiconductors, from bulk and defect states in crystals, to amorphous semiconductors. The following section is focused on ferroelectric materials. The section after that deals with metallic and magnetic systems. Then we describe applications to minerals and other open-structure materials like zeolites and clathrates. Interfaces and surfaces (including adsorption of atomic and molecular species) are the subject of another section. After this we describe several aspects of low dimensional inorganic and organic materials. The next section deals with applications to materials at the nanoscale, like nanotubes and fullerenes, organic and biological molecules, clusters and nanoelectronic devices. Finally, we present a summary.

2
Semiconductors

2.1
Bulk States in Crystalline Semiconductors

2.1.1
Layered III-VI Semiconductors

The family of III–VI semiconductors (such as GaSe, InSe, and GaTe and their alloys) has an interest for potential applications to nonlinear optics, solar energy conversion and solid-state batteries. The materials have rather special properties due to their strongly anisotropic structure. The crystals have layers formed by anion-cation-cation-anion sheets, and while the bonds within the layer are strong (covalent and partially ionic), the layers are held together by weak, probably Van der Waals interactions. This can favor the existence of polymorphs with different stacking sequences, as observed in InSe and GaSe, but not in GaTe. The layer structure leads to strongly anisotropic electronic properties, which are still not completely understood (in contrast to those of other semiconductors). Application of hydrostatic pressure is a way to achieve a better understanding of these materials: the effect of pressure on the layers plane is very different from that be-
between layers, leading to changes in the electronic structure that can be traced back to the structural changes, giving insight about the origin of the electronic structure features in the material. However, the availability of electronic structure calculations has shown instrumental for making this correlation. For instance, a recent work combining SIESTA calculations and experiment [25] has explored the electronic band structure of GaTe, establishing that the material is a direct gap semiconductor.

InSe is one of the III–VI semiconductors with a more interesting behavior under pressure. The effect on the electronic properties has been the subject of several studies. Segura and co-workers have provided a quite complete picture of the changes in the structural parameters (bond distances) [26] and the optical absorption [27] of InSe as a function of pressure. From the optical absorption spectra, they were able to infer the existence of three distinct electronic transitions, one direct and two indirect. However, from the experiment it was not possible to assign their origin. SIESTA calculations [27–29] have been instrumental in understanding the origin of these optical transitions. The calculations show that the direct transition takes place in the \$Z\$ point of the Brillouin zone, where the maximum of the valence band and the minimum of the conduction band are located at \$P=0\$. The first indirect transition was proposed to originate from a change of the position of the valence band maximum with increasing pressure, from the \$Z\$ point towards a ring around that point, within the \$ZLH\$ plane. The absorption would correspond to transitions from this ring to the minimum of the conduction band at the \$Z\$ point. The assignment was supported by the excellent agreement between the calculated and experimental pressure coefficients of the energy difference between the indirect \$ZLH\$ to \$Z\$ and the direct \$Z\$ to \$Z\$ transition (\(-20\) meV/GPa and \(-19\pm5\) meV/GPa, respectively). The second indirect feature was proposed to have its origin in a transition from the top of the valence band at the \$Z\$ point to the conduction band at either the \$A\$ [27] or \$B\$ [28] point. Under pressure, both \$A\$ and \$B\$ shift down in energy, and therefore the edge of this indirect transition decreases with pressure, as observed in the experiment. Again, the pressure dependence of the difference between this transition and the direct one shows a very good agreement between the calculated (\(-89\) meV/GPa) and experimental (\(-76\pm10\) meV/GPa) results. The SIESTA calculations, however, failed to reproduce the crossover between the direct and the indirect transitions observed experimentally at about 4 GPa. Ferlat et al. [28] have shown that the reason for this failure is the well-known problems of DFT to describe the gap energies, and that a post-DFT calculation in the GW approximation was able to solve this deficiency and explain the experimental crossover.
2.1.2 Ternary Semiconductors

Because of the increased structural and chemical degrees of freedom relative to their binary analogues, ternary semiconductors exhibit a wider range of chemical and physical properties [30], which can be tuned as a function of composition to tailor the needs of particular applications. An example is that of diluted ferromagnetic semiconductors like heavily Mn-doped GaAs alloys, which show ferromagnetic ordering at relatively high temperatures, and which will be the focus of a later section.

Many applications of ternary semiconductors exploit their optical properties. As an example, AgGaSe$_2$ is a direct gap semiconductor with highly nonlinear optical properties and a wide transparency range, and is therefore useful for nonlinear optics [30]. González et al. [31] have studied experimentally the optical and structural properties at high pressures using X-ray diffraction and optical absorption techniques, extracting the volume derivatives of the energy gap and the structural parameters (anion displacement and tetragonal distortion of the unit cell). They also performed SIESTA calculations of the structure and optical gap as a function of pressure. The calculated values agree within 10% with the experimental numbers, showing the accuracy of SIESTA to describe pressure-induced effects in these materials.

Another possible application of semiconductor alloys, which so far remains a proposal at the theory level, is to high efficiency solar cells. Luque and Martí [32] showed that it is, in principle, possible to increase dramatically the efficiency of solar cells by using a material with a partially filled, intermediate band of states in the semiconductor’s energy gap. This material can create an electron-hole pair by absorbing two phonons with sub-band gap energy, using this intermediate band as an intermediate state. In the quest for possible materials which display this kind of intermediate band, Wahnon et al. [33-35] have explored the formation of an intermediate band in III–V semiconductors by adding different substitutions to the binary material. In particular, they considered the case of substitutions of the transition metals Sc, Ti, V, and Cr. They only studied model phases with stoichiometric compositions (Ga$_4$X$_3$M and Ga$_3$X$_4$M, where X is As or P and M is Sc, Ti, V, or Cr), which are therefore highly ordered crystals with small unit cells, whereas one may expect that in the real alloys disorder may be present. However, they showed that some of these model compounds (in particular those in which the transition metal substitutes the As or P atoms) indeed show partially filled intermediate bands, and are therefore candidates for high efficiency solar cell materials.
2.2 Defects in Crystalline Semiconductors

2.2.1 Defects and Impurities in Silicon

Silicon is, of course, the most important materials for electronics. Despite the tremendous amount of work done both from experiment and theory, many issues still remain unresolved concerning the atomistic details of the structure and dynamics of defects and impurities in silicon. Several SIESTA studies have focused on resolving some of these open problems.

Together with vacancies, self-interstitials are the fundamental native defects in crystalline silicon. Estreicher et al. [36–38] have studied the problem of the structure and dynamics of self-interstitial clusters. After determining the most stable structures for $I_n$ clusters (i.e., aggregates of $n$ silicon self-interstitials), they focused on the dynamics of diffusion, by means of MD simulations. They found the surprising result that the diffusion of the $I_2$ and $I_3$ aggregates is much faster than that of a single interstitial. The diffusion of the $I_2$ and $I_3$ is so fast that it is readily observed in the MD simulations in the time scale of picoseconds, whereas no diffusion event in the single interstitial was observed. The enhanced rate of diffusion in the clusters is due to the fact that the interstitials are located around a single Si-Si bond center. The diffusion proceeds by an exchange mechanism: the cluster of interstitials pushes one of the Si host atoms, and displacing it to the next interstitial site. Then, one of the interstitial atoms takes the host position of the displaced Si, whereas the rest of the interstitials follow it, resulting in a net motion of the complex. Therefore, the presence of several interstitials in the aggregate facilitates the initial displacement of the host atom, making the exchange mechanism more likely to occur than in the simple interstitial case.

Vibrational spectroscopy is one of the most powerful experimental techniques to obtain insight about the structure of impurities in semiconductors. The availability of theoretical predictions of the vibrational modes is a key to correlate the experimental frequencies with structural models. Pruneda et al. [39, 40] have developed a method to calculate vibrational modes within SIESTA by computing the dynamical matrix using linear response theory [41]. They have computed the vibrational modes of a large number of light impurities in silicon, including interstitial hydrogen, hydrogen dimers, vacancy-hydrogen and self-interstitial-hydrogen complexes, the boron-hydrogen pair, substitutional C, and several O-related defects. They found that the method is able to predict the vibrational frequencies with a typical accuracy within about 2% from the experimental values for most of the modes, and within 5% for the most anharmonic ones, being therefore an invaluable tool for the assignment of experimental spectra.
Hydrogen is a common impurity in silicon, and often affects the electrical and optical properties of the material, mainly by passivating the energy levels associated with defects and impurities. Estreicher et al. [38, 42–45] have studied two aspects of the problem. The first one is the behavior of interstitial H₂ molecules, which, although it might seem a simple problem a priori (given the fact that the molecular nature of the impurity implies a small interaction with the host crystal), still poses a number of puzzling experimental observations [45]. Estreicher et al. [42, 43] found by means of SIESTA MD simulations, that some of the inconsistencies between previous static calculations and the experimental observations could be explained by the dynamic character of the molecule, which even at low temperatures moves very significantly away from the most stable position (a tetrahedral interstitial site). The second problem [44] was the structure and electronic properties of complexes of silicon self-interstitials and aggregates of hydrogen impurities (the \{I,H_n\} complexes).

Besides light impurities, other heavier chemical species are common contaminants during silicon processing. An example is copper, which has a strong tendency to precipitate at oxides, lattice defects and surfaces. Estreicher et al. [46] have studied the structure of Cu impurities at intrinsic defects such as mono- and di-vacancies in silicon, and the interaction with interstitial hydrogen. They find that Cu fills the monovacancy site, with a tetrahedral coordination, but with a relatively small binding energy of 2.5 eV. At the di-vacancy, Cu takes the position near the center of the defect, becoming sixfold coordinated. Substitutional Cu becomes a trap for H interstitials, forming complexes with up to three H atoms. Another study by Estreicher and coworkers [47] focused on the vibrational features associated with Cu and Cu pairs in silicon. The heavy mass of Cu makes its vibrational modes to be below the optical phonon of the host silicon crystal, therefore making them very much less localized than those of light impurities. However, Estreicher et al. also found that, for some of the Cu impurity structures, the associated modes are pseudolocal and therefore can be observed as sidebands in the photoluminescence spectra associated with the impurity levels.

Precipitation at the oxide interface is not only a feature of undesired impurities as Cu; dopants also segregate at the Si/SiO₂ interface, becoming deactivated and therefore reducing the doping efficiency. Baierle et al. [48] studied the case of P, which was found to segregate due to three factors: (i) trapping at interfacial dangling bonds, (ii) trapping at vacancies and vacancy-oxygen complexes which abound under the interface, and (iii) formation of pairs of threefold coordinated P atoms, each one controlling the deactivation at different ranges of dopant concentration.
2.2.2 Defects and Impurities in Silicon Carbide

Over the years, silicon carbide (SiC) has established itself as the most promising candidate among wide band gap semiconductors to substitute silicon in applications involving high power and/or high frequency devices, and for operation at high temperatures or in high radiation environments. The main drawback in using SiC for device applications is the difficulty in doping the material, which in practice can only be achieved by means of ion implantation. Doping by diffusion, as is done in Si, is not possible in SiC due to the small diffusion coefficient of the main dopant species. Doping via ion implantation has the obvious problem that the crystalline lattice can be heavily damaged, and thermal annealing post-treatments are not always able to recover the crystallinity and remove the point defects created. Therefore, understanding the formation and configuration of defects and dopant impurities, and their kinetics, is of capital importance for optimizing the doping process and the thermal annealing of defects. First principles calculations are of great utility. Rurali and coworkers [49–52] and Gali et al. [53] have analyzed different aspects of dopants and intrinsic defects in SiC, by means of SIESTA calculations.

B is one of the most commonly used $p$-type dopants in SiC. Diffusion of B in SiC was found to be activated by a kick-out mechanism, in which a B substitutional impurity at a Si lattice site is displaced by a nearby Si interstitial [49]. The displaced B takes an interstitial site that can then diffuse through the crystal. Rurali et al. [49, 50] also determined the lowest energy diffusion path of the interstitial B impurity, going from a trigonal site to the next one via C and Si interstitialcies, with a barrier of 0.65 eV. B interstitials therefore diffuse easily through the SiC crystal until they recombine with an existing vacancy or they reach the surface. The difficulty observed in the experiment is therefore associated with the activation of the B interstitial, which must proceed via a Si self-interstitial, rather than the diffusion process itself. This explains the experimental observations of an enhanced diffusion rate in the presence of intrinsic defects [54].

The most stable sites for $n$-type dopants in SiC have been determined by Rurali et al. [51]. They found that N and P substitute preferentially at C and Si sites, respectively. They also studied the effect of dopant aggregation, which is likely to occur at high dopant concentrations under heavy ion implantation doses. They find that all the investigated N-dopant complexes lead to passivation (i.e., the shallow gap states transform into deep levels that cannot be ionized at room temperatures, and therefore do not lead to conducting charges in the material). In contrast, it was found that the most stable P aggregates are still active and are not self-passivated. These results explain recent observations of a higher efficiency for doping of P-implanted SiC at high doses, compared to the N-implanted material [55].
Further work on SiC with SIESTA involved studies of vacancy diffusion [52] and aggregates of C interstitials [53].

2.2.3 Extended Defects, Lattice Instabilities and Non-Stoichiometry

Extended defects are very important in semiconductors for device applications. In nitrides, the concentration of extended defects is usually larger than in other semiconductors, mainly because of the larger lattice mismatch with the substrates. The presence of stacking faults in GaN has been pointed as the origin of phenomena such as electronic confinement and spontaneous ordering of $p$-type dopants. Schmidt et al. [56] used SIESTA to study the interaction of stacking faults with Mg dopants in zinc-blende and wurtzite GaN. They found that, for both of the crystal structures, the presence of the stacking fault induce the localization of the impurity electronic level. They found that the most stable position of the substitutional Mg atom is at the stacking fault in the case of the zinc-blende structure, whereas for wurtzite it is far from the fault. Therefore, Mg substitutional impurities in GaN are expected to segregate at stacking faults in the zinc-blende structure, but not in the wurtzite case.

Extended defects leading to crystal instabilities can also develop when semiconductor crystals are subject to strong pressures (either hydrostatic or anisotropic). Chacham and Kleinman [57] performed SIESTA simulations of the behavior of carbon in the diamond structure under high shear stress. They found that the lattice is unstable under shear stresses as low as 95 GPa, leading to graphite-like layered structures. These calculations provide a possible explanation for recent experiments [58], in which vibrational signatures from graphitelike carbon were observed in a region of a diamond sample subjected to indentation by a diamond tip. Conversely, Reich et al. [59] reported the possibility of obtaining diamond from carbon nanotube samples under hydrostatic pressure, a prediction which was confirmed experimentally.

Also, deviations from stoichiometry are often frequent in oxide semiconductors. In particular, large gap transition metal oxides can be grown with significant concentrations of oxygen vacancies. Canto and coworkers [60] studied the influence of oxygen vacancies on the electronic properties of TiO$_2$ by means of both experiments and SIESTA calculations. They found that the presence of a significant concentration of oxygen vacancies induces the formation of a band of states below the conduction band, which leads to a decrease of the optical absorption edge. The implications of this for the application of this material for photodegradation of pollutants are very important, because the reduced band gap allow the use of visible light instead of ultraviolet radiation, making the process much more economical.
2.3 Amorphous Semiconductors

Amorphous semiconductors are an important class of materials, which are especially difficult to model due to the lack of periodicity and the complexity of the structural details at the atomistic level. However, some degree of short or even medium range order usually exists in these systems, to a degree which depends on the specific material and sometimes on the growth process and previous history. In amorphous silicon, for instance, most of the Si atoms are fourfold coordinated with a first neighbors distance very close to the one of the crystalline diamond phase, and a relatively narrow distribution in bonding angles. This permits building models which, respecting this short range order, are an approximation to the structure of the real material. These models are a basis for the calculation of physical properties like the electronic or vibrational structure.

Fedders and coworkers [61–66] have used SIESTA, among other methods, to model different aspects of the structure, properties and dynamics of amorphous silicon (a-Si) and hydrogenated amorphous silicon (a-Si:H). They have analyzed the electronic localization of states associated with dangling bonds in a-Si, showing that good agreement with electron spin resonance experiments is obtained by means of the calculated spin density, but not the wavefunctions associated with the defects. This shows that the spin moment associated with dangling bond defects is not built from a single localized one electron wavefunction, indicating that probably the quasiparticle wavefunctions are relatively different from the LDA one electron orbitals. Fedders [62] also studied the localization of the so-called tail states (states within the mobility band gap with exponentially decreasing density of states (DOS) towards the gap), finding that they are much more delocalized than previously thought. He also showed that valence band tail states are mostly associated with short bonds, whereas conduction tail states are due to stretched bonds.

Hydrogen in a-Si:H is extremely important in passivating most of the defects states in a-Si, thus cleaning the gap. This allows the doping of the material, which can not be achieved in a-Si due to the large density of defects levels, thus opening the possibility for device applications. Fedders [64] has investigated the important problem of the atomistic structure and energetics of H within the amorphous silicon matrix. He also analyzed the implications of the calculated defect and diffusion energies for the complex problem of H diffusion in a-Si:H [63, 65, 66]. Although a definite conclusion of what the exact mechanism of hydrogen diffusion is was not reached, he challenged the conventional view of diffusion through Si-Si bond centers, and proposed a mechanism based on diffusion of molecular H₂ species.

Other amorphous semiconductors have also been studied using SIESTA. In particular, Drabold and coworkers [67–69] have considered the interest-
ing problem of glassy chalcogenides. They used SIESTA to assess the quality of model networks obtained by more approximate DFT schemes [70]. In this kind of material they reached the general conclusion that, in order to produce models which compare satisfactorily with the experimental information about the structure of the network by means of standard first principles methods, it is necessary to push the limit of accuracy in the basis sets and DFT functionals. Reasonable results were only obtained when using DZP basis sets and a GGA functional for DFT. However, more approximate schemes [70] using approximate selfconsistency, small basis sets and LDA, are able to provide an excellent description. The reason for this is so far unknown, and further work in the group of Prof. Drabold is underway to understand this paradox [71].

3 Ferroelectrics

3.1 Titanates

The ferroelectric materials show a switchable macroscopic electric polarization which effectively couples external electric fields with the elastic and structural properties of these compounds. These properties have been used in many technological applications, like actuators and transducers which transform electrical signals into mechanical work [72], or non-volatile random access memories [73]. From a more fundamental point of view, the study of the phase transitions and symmetry breakings in these materials are also very interesting, and their properties are extremely sensitive to changes in temperature, strain, composition, and defects concentration [74].

In recent years much of the interest on ferroelectrics has shifted to the study of the properties and growth of very thin layers of material on metallic and semiconductor [75] substrates. This change has been driven by the steady search for faster, smaller, and more powerful microelectronic devices. This demands the miniaturization of the components while keeping their key properties. Therefore, monitoring the change of the material properties when moving from bulk samples to the ultrathin films required by the applications becomes crucial. First principles calculations are instrumental in this context. However, very efficient computational tools have to be used to deal simultaneously with the large supercells required for thin films and interfaces, and the demand of high accuracy needed to obtain reliable ferroelectric properties.

Another field of intensive research is the insulating perovskite alloys with exceptional dielectric and piezoelectric properties [74], like the so-called relaxor ferroelectric alloys PZT (PbZr$_x$Ti$_{1-x}$O$_3$), PZN-PT (Pb(Zn$_{1/3}$Nb$_{2/3}$)O$_3$-
PbTiO$_3$), and PMN-PT (Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$-PbTiO$_3$). Again the role of first principles calculations in the study of these materials is seriously limited by the small sizes that can be accessed with most ab initio methods. In particular, only highly ordered configurations of the alloys have been considered in most calculations performed to date [76]. The symmetries artificially imposed by these unrealistically small cells can yield to a serious underestimation of the calculated piezoelectric constants of these materials.

With these problems in mind, a series of modifications in the SIESTA code were undertaken by Sánchez-Portal et al. [77] in order to treat accurately perovskite titanates and other ferroelectric systems. The most important of them were: i) the inclusion of semicore shells and the corresponding use of several Kleinman-Bylander projectors, with different reference energies, for each angular momentum [78], and ii) the implementation of the calculation of the macroscopic polarization using the so-called Berry-phase theory of polarization [79]. With this powerful tool it is possible to calculate the change of macroscopic polarization along a continuous transformation, obtaining the effective charges [79] and piezoelectric constants [80] of a given material. Most of the previous implementations of the polarization calculation using local basis, mainly in the context of Hartree-Fock calculation [81], were based on the use of Gaussian expansion. However, the approach followed in SIESTA [77] is more suitable for numerical orbitals. Test calculations for the phonons, soft mode eigenvectors, energy and magnitude of the ferroelectric distortion, and Born effective charges of BaTiO$_3$ and PbTiO$_3$ have been carried out [77, 82]. The results are in good agreement with plane-wave (PW) and augmented plane-wave (APW) calculations from the literature, showing that SIESTA is a reliable tool for the study of perovskite oxides. The agreement is particularly good in the case of the results for the barium compound presented in [82]. In that reference the basis set was optimized following the procedure of Junquera et al. [23]. The energies of the tetragonal and rhombohedral distortion are almost indistinguishable from the APW results, with the rhombohedral phase much more stable than the tetragonal, in good agreement with the experiment. Furthermore, the phonon dispersion calculated with SIESTA is also in very good agreement with the PW results of [83], accurately reproducing all the unstable branches and the frequencies and characters of the different phonon bands along the whole Brillouin zone. The largest difference with PW calculations appears in the Born effective charges of Ti and the anomalous one of oxygen O$_1$ (perpendicular to the BaO plane), which are systematically too large (around 6%). This seems to be related to the use of a local basis and was previously observed in a DFT study of KNbO$_3$ by Fu et al. [84], although in that case it was attributed to the use of basis sets optimized for Hartree-Fock calculations.

Once the capability of SIESTA for the study of ferroelectric oxides was demonstrated, more complex situations could be addressed. In particular,
and in the spirit of the miniaturization challenges mentioned above, one of the most important problems that the materials science community is facing nowadays is the search of an alternative material to replace silica (SiO$_2$) as the gate dielectric in Metal Oxide Semiconductor Field-Effect Transistors (MOSFETs). The continuous decreasing of the physical gate lengths, approaching the nanoscale size, must be accompanied by a simultaneous reduction of the gate dielectric thickness in order to preserve a high gate oxide capacitance. Unfortunately, as the size of the SiO$_2$ layer is reduced the leakage currents will soon become a problem. In fact, leakage current from the channel to the gate is due to tunneling and increases exponentially with the decrease of both the thickness of the gate dielectric and the height of the electrostatic barrier for the electrons through the gate stack. Thus it seems that we are rapidly approaching the minimum size attainable with the present SiO$_2$ based technology and, in a few years, a new gate dielectric will become necessary. The desired properties for the new dielectric are well established. Some of them are: i) higher dielectric constant than silica, ii) large band gap and band offsets to prevent tunneling, iii) stability on the Si substrate, and iv) good quality interface, with low defect concentration and, therefore, small density of midgap interface states. Because of their high dielectric constants (one order of magnitude higher than the rest of the candidates), ABO$_3$ (with A=Ba or Sr) perovskite oxides are considered as promising alternate materials. However, their eventual use is conditioned by the resolution of two major problems: (i) ABO$_3$ perovskites are thermodynamically unstable in direct contact with Si and (ii) the conduction band-offset at ABO$_3$/Si interface is too small to avoid the appearance of high leakage currents [85]. Recently, McKee et al. [75] have demonstrated the possibility of growing ABO$_3$ perovskites epitaxially on top of Si thanks to the inclusion of a AO buffer layer. With the help of the SIESTA code, Junquera et al. [86] reported structural and electronic properties (including band offsets) at the AO/ATiO$_3$ interface. They proved how the inclusion of the buffer layer not only solves the problem of the stability, but also helps to monitor the offsets in an efficient way, providing large electrostatic barriers for both holes and electrons, and avoiding the appearance of leakage currents.

Junquera and Ghosez [87] recently addressed the problem of the critical thickness for ferroelectricity using SIESTA. Experiments have detected ferroelectricity in perovskite films down to a thickness of 40 Å [88]. Recent calculations [89], using both effective Hamiltonians and first principles methods, also showed that the ferroelectric ground state was retained even for ultrathin films under the condition of vanishing internal electric field, suggesting the absence of a critical size limit. In contradiction to these results, [87] shows that a BaTiO$_3$ film between two metallic electrodes in short circuit can loose its ferroelectric properties below a thickness of about six unit cells (~24 Å). Junquera and Ghosez considered a realistic ferroelectric capacitor composed by an ultrathin BaTiO$_3$ layer between two metallic SrRuO$_3$
electrodes. This structure was assumed to be grown on a SrTiO$_3$ substrate, and this was effectively included in the calculations by constraining the in-plane lattice constant of the whole structure to the bulk value of SrTiO$_3$. The height of the periodic supercell was chosen to minimize the strain under this constrain. The basic unit is schematically shown in Fig. 1a and corresponds to the generic formula \([\text{SrO}-(\text{RuO}_2-\text{SrO})_n/\text{TiO}_2-(\text{BaO}-\text{TiO}_2)_m]\), where \(n\) was fixed on 5 (enough to avoid interactions between both interfaces) and \(m\) ranged from 2 to 10. Figure 1b depicts the evolution of the total energy as a function of the magnitude of the ferroelectric distortion \(\xi\) (along the bulk soft mode) relative to that of bulk BaTiO$_3$. Clearly, for films thinner than ~6 unit cells the ferroelectric distortion becomes unfavorable. This was also checked for \(m=2\) performing full atomic relaxations starting from distorted geometries: the paraelectric structure was always recovered. In fact these are quite robust observations and can be explained solely on the basis of simple electrostatics. The polarization of the ferroelectric film leads to surface charges, \(\sigma=\mathbf{P.n}\), which would be screened by the neighboring metal layers. This screening charge extends into the metal over a typical distance of the screening length and, therefore, two dipoles pointing in the same direction are formed at both sides of the film. Each of these dipoles is responsible for a lineup of the electrostatic potential in the same direction; thus the only way to preserve short-circuit boundary conditions is the appearance of a depolarization electric field \(\epsilon_d\). Since the interface dipoles are roughly independent of the thickness of the ferroelectric film, \(\epsilon_d\) will be larger the thinner the film. The electrostatic origin of the suppression of the ferroelectricity

**Fig. 1** a Schematic view of the ferroelectric capacitor considered in [87]. The epitaxy on SrTiO$_3$ is effectively taken into account by choosing the appropriate lattice parameter in the direction parallel to the interfaces. b Evolution of the energy as a function of the soft-mode \(\xi\) for different thickness of the ferroelectric film \(m\). Symbols stand for the first principles results and lines present the results of a simplified electrostatic model. Reproduced with permission from [87].
can be clearly seen in Fig. 1b, where the lines present the results of a simplified model of the energy $E=U-\mathbf{P}\cdot\epsilon_0$, where $U$ is the internal energy under zero field for bulk and the macroscopic polarization $\mathbf{P}$ is also obtained from bulk parameters. The agreement between the model and the first principles results is excellent.

SIESTA has also been used to study the flat and stepped (001) surface of SrTiO$_3$ by Zhang and Demkov [90]. The authors first calculated the electronic and structural properties of bulk SrTiO$_3$, SrO, and TiO$_2$, which turned out to be in quite good agreement with previous calculations. The results for the flat surfaces are in good agreement with previous PW calculations [91], although the estimated average surface energy is somewhat higher for SIESTA (~16%). For the flat surface the SrO termination is the most stable under most chemical environments; for the stepped surface an oxygen terminated step edge is preferred under extremely oxygen-rich conditions and an Sr- or TiO-terminated step edge under oxygen-deficient conditions. However, under the majority of the chemical environments, including typical growth conditions, the termination is mixed and it is the stoichiometry that drives terrace termination.

3.2 H-Bonded Ferroelectrics: KDP

Potassium dihydrogen phosphate (KH$_2$PO$_4$, or KDP) is the prototype of the hydrogen-bonded ferroelectrics and has important applications as a nonlinear optical material [74]. The ferroelectricity in KDP is believed to be connected to proton off-center ordering in the bonds, although the exact nature of the transition still remains quite controversial, particularly the origin of the huge isotope effect ($T_c$ increases about 107 K upon deuteration). Koval et al. [92] performed the first ab initio DFT calculation of this compound using SIESTA. The authors made a complete characterization of the structural and electronic changes accompanying the ferroelectric transition. The predicted structures of the tetragonal (paraelectric) and orthorhombic (ferroelectric) phases are in good agreement with the experimental data. In the tetragonal structure the H atoms are constrained to the center of the O-H-O. When this structure is slightly perturbed, two H atoms approach each PO$_4$ tetrahedron. This collective off-centering of the hydrogen atoms is accompanied by a charge redistribution. A depletion and delocalization of charge is observed in the vicinity of the oxygen atoms approached by the hydrogen, while there is an accumulation and localization of charge around the other oxygen atoms. This charge accumulation attracts the K$^+$ towards the PO$_4$, being ultimately responsible for the ferroelectric distortion. This connection between hydrogen off-centering and ferroelectricity is further supported by the fact that centered positions for K are always stable when hydrogen remains in the middle of the H bond. In [93] these authors ex-
tended their study to address quantum effects. They first estimated the ferroelectric correlation length using calculations of small KDP clusters of increasing size, embedded in a paraelectric KDP matrix. For KDP, ferroelectricity requires the correlated motion of all the atoms in clusters comprising at least ten hydrogen atoms. When the volume is increased to match that of deuterated KDP (DKDP), ferroelectric-like instabilities appear even when only one PO$_4$ cage (and the surrounding hydrogen atoms) is considered. This seems to point to a “geometric” origin of the isotope effect. In fact, since the ferroelectric mode comprises a considerable motion of heavy atoms in addition to hydrogen, at fixed lattice geometry the effect of deuteration in tunnel splittings is very small. However, the larger mass of deuterium triggers another phenomenon. Compared to the case of hydrogen, the probability of finding a deuterium atom in a centered position is smaller, with the corresponding weakening of the O-H-O bonds and subsequent expansion of the DKDP lattice. Koval et al. gathered all these elements in a simple non-linear model which successfully explains the experimental observation of a huge isotope effect [93].

4 Metalic and Magnetic Systems

4.1 Zintl Phases

The series of ideas originating from Zintl [94] and later modified and developed by others [95–98] is certainly one of the more widely used and successful conceptual schemes in solid state chemistry. These ideas lead to a rationalization in simple terms (i.e., the octet or Wade rules, for instance) of the relationship between the structure and number of electrons for many solids usually known as Zintl phases. Essentially, these ideas associate chemical stability with structural building blocks (clusters, networks, etc.) having an electronically closed shell configuration. A commonly accepted corollary is that these phases must be diamagnetic semiconductors or insulators. Even if this aspect has not been systematically scrutinized the conclusion seems to be essentially correct. With this situation in mind, an important recent development has been the preparation of several metallic and magnetic compounds of this type. Interesting problems concerning the bonding description and the rationalization of the transport properties immediately emerge and some of these materials have been recently studied on the basis of the SIESTA approach.

One of the simplest cases is that of the A$_3$Pn$_4$ (A=K, Rb, Cs; Pn=As, Sb, Bi) compounds [99]. They exhibit metallic behavior (the bismuthides even become superconducting at low temperatures) and contain tetrameric Pn$_4$
units separated by the alkali atoms (see Fig. 2). As Gascoin and Sevov have discussed [99], a description of the tetrameric units as Pn$_4^{4-}$ or Pn$_4^{5-}$ are in principle equally likely. They have argued that the two descriptions should lead to different physical behaviors: temperature-dependent paramagnetism due to the spins localized in the tetrameric units in the second case but temperature-independent Pauli paramagnetism and metallic behavior in the first. Since all phases exhibit Pauli paramagnetism and metallic behavior they concluded that the first alternative was the appropriate one.

The calculated band structure and DOS for K$_5$Bi$_4$ [100] are reported in Fig. 3a,b, respectively. As shown in Fig. 3a, the Fermi level cuts two bands along the $\Gamma-Y$ direction and one band along the $\Gamma-Z$ direction. Since the first two bands exhibit a considerable dispersion (more that 1 eV) the system should be metallic, as reported by Gascoin and Sevov [99]. The DOS diagram of Fig. 3b shows that, as could be expected, the Bi contribution dominates in the filled energy bands. However, the important result of this figure is that the K contribution is quite large. In fact, it is almost always around one-quarter that of the Bi atoms, this ratio being quite normal for heteroatomic bonding between atoms with such electronegativity difference. Thus, there is a very considerable mixing between the Bi and K orbitals so that the covalent contribution to the bonding in this phase must be quite important.

Careful analysis of the band orbitals showed [100] that four pairs of bands have as the major components the four well known $\pi$-type levels ($\pi_1$ to $\pi_4$) of the zigzag tetrameric units (see Fig. 3a). These bands acquire dispersion mostly through the bonding mixing of the higher lying s and p orbitals of potassium (the shortest Bi⋯Bi contact along $b$ is 5.54 Å so that they have a practically nil influence on such dispersion). It is clear that the
Fig. 3  a Band structure. b DOS calculated for K$_5$Bi$_4$. In a $\Gamma$=(0, 0, 0), $X$=(1/2, 0, 0), $Y$=(0, 1/2, 0) and $Z$=(0, 0, 1/2) in units of the monoclinic reciprocal lattice vectors. Reproduced with permission from [100]
\( \pi_4 \)-based bands are approximately half-filled and the \( \pi_1 \), \( \pi_2 \) and \( \pi_3 \)-based ones are full, as it would correspond for a formal charge of 5- for the tetrameric units. Many of the bands in Fig. 3a show quite large dispersion along the three directions of reciprocal lattice, a consequence of the strong participation of the K orbitals in these filled bands (only along \( c \) is there a short Bi \(-\)-Bi contact of 4.388 Å, all other contacts are longer than 5.5 Å). Thus, although every one of the pairs of bands in Fig. 3a (the bands occur in pairs because there are two formula units per repeat unit of the solid) can be clearly traced back to one of the levels of a tetrameric Bi\(_4\)\(^{5-}\) unit, it would be impossible to understand the details of the electronic structure without realizing that the K atoms are far from just providing electrons to satisfy the electronic requirements of the more electronegative Bi atoms and a mostly Coulombic-type force keeping together the K\(_5\)Bi\(_4\) network. They are indeed part of a 3D network with a large covalent bonding component. The fact that a detailed analysis of the band structure validates both this conclusion and the formal description of the tetrameric pnictide units as Pn\(_4\)\(^{5-}\) (i.e., formally assuming that the potassium atoms fully transfer the valence electron) illustrates the essential bonding ambiguity, with strong consequences for the transport properties, of these and similar systems.

Ca\(_{14}\)MnBi\(_{11}\) and Ba\(_{14}\)MnBi\(_{11}\) are two interesting metallic Zintl phases showing unusual magnetic behavior [101, 102]. These solids belong to a family of compounds, A\(_{14}\)MPn\(_{11}\), with a crystal structure built from MPn\(_4\) tetrahedra, Pn\(_3\) linear units, isolated Pn atoms, and interstitial alkaline earth A atoms. For Ca\(_{14}\)GaBi\(_{11}\) [103] a bonding description based on a formal electron transfer of two electrons per alkaline earth atom (14A\(^{2+}\)), four isolated Pn\(^{3-}\) atoms, one Pn\(_3\)\(^{7-}\) linear unit, and one GaPn\(_4\)\(^{9-}\) tetrahedra is consistent with the semiconducting behavior of the system as well as with the details of the crystal structure. For the Mn phases an interesting problem arises. If the Mn atoms are formally trivalent, the bonding scheme is identical but then the metallic behavior is surprising. If the Mn atoms are divalent, the tetrahedral-based levels are one electron short so that if these levels can delocalize a metallic behavior can be expected. This is in agreement with the transport measurements but then the charge neutrality is apparently violated.

The unit cell of these phases is quite large (104 atoms) but a study of the electronic structure using the SIESTA approach has been reported [104]. A detailed analysis of the DOS, projected densities of states (PDOS) into atomic and orbital contributions and deformation density plots clearly validated the description of these phases in terms of interstitial A\(^{2+}\) cations, isolated Bi\(^{3+}\) atoms and Bi\(_3\)\(^{7-}\) linear units. These calculations also showed that there is a hole in the bonding bands which are based on levels of the MnBi\(_4\) tetrahedra and exhibit a sizeable dispersion. The Mn atoms were found to be divalent and the magnetic moment quite independent of the magnetic order in the solid. Essentially the presence of the hole in the bonding levels of the tetrahedra partially compensate for the high-spin d\(^5\) Mn moment leaving a
net spin of approximately $4\mu_B$. Of course, this moment although mostly local-
edized in the Mn atoms is spread out to the Bi atoms of the tetrahedra so that it should be associated to the MnBi$_4$ tetrahedra. This analysis is in nice agreement with the experimental finding of the simultaneous existence of localized magnetic moments and metallic behavior. At the same time the charge balance among the different structural species suggested by the Zintl approach (i.e., A$^{2+}$, Bi$^{3-}$, Bi$^{7-}$ and MnBi$_4^{9-}$) seems to be perfectly valid. However, the simultaneous presence of high-spin divalent Mn atoms and a hole in the bonding levels of the tetrahedra must be recognized in order to understand the physical properties of these phases.

The origin of the different magnetic behavior of the two phases (Ca$_{14}$MnBi$_{11}$ is ferromagnetic with a Curie temperature of $T_C=55$ K whereas Ba$_{14}$MnBi$_{11}$ is antiferromagnetic (AF) with a Néel temperature of $T_N=15$ K) was also investigated [104]. The magnetic units of the crystal structure (i.e., the MnBi$_4$ tetrahedra) are part of two different but interpenetrating three-di-

dimensional networks. It was found that a ferromagnetic coupling occurs within each network but weaker inter-networks couplings with sign and magnitude quite sensitive to the details of the crystal structure also occur and influence the final magnetic order. Ca$_{14}$MnBi$_{11}$ was calculated to be fer-

romagnetic in agreement with experimental results while for Ba$_{14}$MnBi$_{11}$ the ferromagnetic and AF states were found to be practically degenerate. These phases share several features of their electronic structure with that of diluted magnetic semiconductors like Ga$_{1-x}$Mn$_x$As. Thus, it is quite likely that the mechanism which provides for strong ferromagnetic interactions between Mn atoms of the same network in these phases is, in fact, the same that leads to ferromagnetism in the diluted magnetic semiconductors.

4.2 Diluted Ferromagnetic Semiconductors: (Ga,Mn)As

The discovery, during the last decade, of ferromagnetic order with relatively high Curie temperatures in heavily Mn-doped GaAs and InAs [105] has attracted much attention to these materials. It opens the way for many semiconductor spin devices, like new storage media and, more interestingly, an efficient spin injection into semiconductors. The latter is a necessary step towards the possibility of quantum computation using the spin degree of freedom in solid-state devices. From a more fundamental point of view, although there is a general agreement about the carrier (hole-) mediated origin of the ferromagnetism in these materials, the detailed mechanism is still a matter of debate. Sanvito and collaborators have studied several properties of (Ga,Mn)As using SIESTA. We describe some of their results in the follow-


4.2.1 Role of Intrinsic Defects

Low temperature molecular beam epitaxy is used to grow samples with high Mn concentration, avoiding the formation of MnAs clusters. Unfortunately, low temperature growth leads to the incorporation of an As excess as large as 1.5%. This excess is stored in the form of As antisites (As$_{Ga}$), Ga vacancies (V$_{Ga}$), As interstitials (As$_i$), or their combinations, with As$_{Ga}$ being believed to be the most abundant of them. As a consequence, the hole concentration $p$ is considerably reduced compared to the Mn concentration, with the subsequent decrease of the Curie temperature $T_c$ which is supposed to be proportional to $p$ [106]. In [107–110] Sanvito et al. studied the role of these defects in the electronic and magnetic properties of (Ga,Mn)As. As a general trend, their first principles calculations show that As excess weakens the magnetic coupling between Mn ions. However, the details depend on the kind of defect and its relative position respect to the Mn ions. Since the Mn-induced spin splitting of the impurity bands is usually quite small, their energetic position relative to the top of the valence band of GaAs is very important in order to understand the effect of defects. For example, As$_{Ga}$ exhibits an occupied level in the middle of the gap. These electrons will occupy the holes left in the valence band by Mn doping, leading to compensation and to the weakening of ferromagnetism. As$_{Ga}$ defects can be transformed into a metastable As$_i$-V$_{Ga}$ pair upon illumination. This was already known for GaAs [111], and demonstrated for (Ga,Mn)As in [107]. Interestingly, for As$_i$-V$_{Ga}$ the occupied impurity band lies much closer to the top of the valence band. As a result, the sample is left uncompensated as in the defect-free case and the ferromagnetic coupling is left almost unchanged. According to Sanvito and Hill, this could provide a route to increase $T_c$, although not for technological applications since the recombination of the As$_i$-V$_{Ga}$ into As$_{Ga}$ takes place at $\sim$140 K. It is also worth mentioning the case of the isolated V$_{Ga}$. In this case, although hole concentration is increased, the ferromagnetic coupling is also reduced. This defect introduces holes both in the minority and majority band and, therefore, produces compensation of the spin up and down carrier density in the sample. When Mn ions are close to each other, things get even more complicated since AF double exchange interactions start to play a role. In this case Mn ions with a common As$_{Ga}$ neighbor can align both ferromagnetic or antiferromagnetically, depending on the detailed structure and As antisite concentration [109].

4.2.2 Transport in Digital Ferromagnetic Structures

Large concentration of Mn can be obtained in the so-called digital ferromagnetic heterostructures (DFH), composed by zinc blende MnAs submonolay-
ers embedded in GaAs to form MnAs/GaAs superlattices [112]. The electronic structure of several DFHs have been studied using SIESTA by Sanvito [113], and Sanvito and Hill [114]. The self-consistent Hamiltonian and overlap matrices are then used to obtain the ballistic transport of the system using the Landauer-Buttiker formula and a Green’s function technique [114]. The main conclusions of this work are: i) in the absence of intrinsic donors these systems have a half metallic band structure, with an exchange interaction much stronger than that of the random alloy with the same Mn concentration; ii) transport calculations show that the carriers at the Fermi energy are strongly confined within a few monolayers around the MnAs; and iii) the transport in the direction perpendicular to the MnAs planes is due to tunneling. Therefore DFHs can be pictured as a two-dimensional half metal in the MnAs plane, with tunneling-like conductance between MnAs planes.

4.3 Clusters, Surfaces, and Interfaces

4.3.1 Fe Systems

The use of low dimensional magnetic systems is one of the possible routes to design new magnetic storage devices with higher storage densities and miniaturization [115]. Besides this technological interest, and partially driven by it, the study of the change of the material properties with the reduction of the size and dimensionality of the samples has generated a vivid interest during the last decades. Magnetism could not be an exception in this trend, especially since the discovery that the magnetic moment of a material could be enhanced by diminishing the atomic coordination [116]. For example, certain paramagnetic materials like Rh or V seem to develop considerable magnetic moments in small aggregates. Also surfaces and clusters of ferromagnets are known to exhibit larger moments per atom than in bulk.

Izquierdo et al. [117] analyzed these trends for several iron systems using SIESTA calculations. They studied several pure iron systems: dimer, bulk bcc, (100) surface and free-standing (100)-like monolayer. They also considered a monolayer and several Fe clusters supported on Ag(100) of different dimensionalities: adatom, monatomic wire, rectangular patches containing four and nine atoms, and a small pyramid of thirteen atoms. Whenever it was possible, the comparison with previous calculations was very satisfactory, therefore validating SIESTA as an accurate tool for the study of complex magnetic structures. Of special interest in this regard is the observation that already a quite modest single-zeta polarized basis [118] provided a very reasonable description of all considered situations, with the obvious advantages of computational efficiency and possibilities to scale-up the size of the studied systems. The agreement with available experimental data is also good.
The results of Izquierdo et al. can be summarized saying that in all the calculated configurations the magnetic moments of the Fe atoms obey the coordination rule, i.e., the lower the coordination the larger the magnetic moment. This is not restricted to coordination with other iron atoms, it also holds for neighboring silver atoms. For example, going from the free-standing to the Ag(100) supported Fe monolayer reduces the atomic magnetic moment by $\sim 0.30 \mu_B$ in perfect agreement with previous all-electron calculations [119]. Another interesting observation is that SIESTA calculations tend to give somewhat larger magnetic moments as compared with all-electron results. In fact, the magnetic moments are usually in very good agreement with PW pseudopotential calculations. The origin of this small discrepancy seems then to be related to the use of pseudopotentials and not to the basis set utilized. As we will see below the differences between all-electron and pseudopotential results can be more dramatic for other systems, like the V(100) surface. The message here seems to be that special care has to be taken with the construction and testing of pseudopotentials in the case of magnetic systems [120].

One of the key advantages of SIESTA with respect to other popular methods to study large magnetic systems (like the KKR method) is that structural relaxations and calculations for distorted structures can be straightforwardly performed. This ability has been extensively used by Dieguez and collaborators [121] in their study of the structural and magnetic properties for Fe$_n$ aggregates with $n$ ranging from 2 to 17. This was the first ab initio study for Fe clusters containing more than seven atoms. A quite complete exploration of the energy landscape was performed by relaxing more than 200 initial configurations, and identifying the most stable isomers for each size. The authors used a quite complete triple-zeta with double-zeta polarization basis set, and local spin density approximation. In general, for $n \leq 7$ the results are in quite good agreement with previous first principles calculations. For $n=8$, 9, and 10, the ground-state geometries are, respectively, a bispheorid, a tricapped trigonal prism, and a bicapped square antiprism. However, not far in energy (second most stable) we can find isomers which follow an icosahedral growth pattern. In fact, the ground-state structures of $n=11$, 12, and 13, also follow an icosahedral packing. However, for $n>13$ nonicosahedral symmetries are instead predicted to be more stable. These structural changes (from $n=13$ to 14, the structural pattern also changes between $n=14$ and 15) are in very good agreement with the predictions by Parks et al. [122] on the basis of the observed large reactivity variations. Interestingly, the $n=13$ to 14 change is accompanied by an important change in the average atomic magnetic moment. The structures, binding energies, magnetic moments and nearest-neighbors distances of the low energy isomers of clusters with $14 \leq n \leq 17$ can be found in Fig. 4. In good agreement with the time-of-fly mass spectroscopy measurements [123], Dieguez et al. calculations [121] predict the Fe$_{13}$ and Fe$_{15}$ clusters to correspond to magic numbers.
Postnikov et al. [124] performed a study of the relaxed structures and magnetic properties of larger clusters, up to Fe$_{62}$. In most cases only icosahedral, fcc- and bcc-derived structures were considered. For most of these aggregates this has been the first study including structural optimization. Some conclusions, roughly independent of the morphology, magnetic ordering and size, seem to emerge from this work: i) the structural relaxation is mostly confined within the 2–3 outer shells, ii) there is a strong inward relaxation of the surface layer, and iii) the magnetic moments on the surface are enhanced beyond 3 $\mu_B$. A benchmark study of non-collinear magnetism
in Fe$_3$ and Fe$_5$ with SIESTA is included in [124], the results being in good agreement with previous calculations [125].

4.3.2 V(001) Surface

Vanadium is one of those paramagnetic metals that can exhibit magnetism under certain conditions due to its large magnetic susceptibility. In particular, there has been some controversy about the V(001) surface, where indications of possible ferromagnetism were observed [126]. Theoretical results are also inconclusive for this system. Calculations performed at the LSDA level [127] found no indication of appreciable surface induced magnetic moments. However, recent studies using GGA presented contradictory results. The all-electron results of Bihlmayer et al. only found small surface magnetic moments for very thin films [128]. However, the PWs calculations of Bryck et al. using ultrasoft pseudopotentials predicted a large magnetic moment of 1.70 $\mu_B$ [129]. To try to settle this question Robles and collaborators [130] performed a comparative study of the magnetism in the V(001) surface using the SIESTA method and an all-electron tight-binding linear muffin-tin orbital atomic-sphere approximation (AE-LMTO) method [131]. They used slabs containing 7 and 15 layers and both LSDA and GGA for the exchange-correlation potential. For bulk bcc a paramagnetic ground state is found irrespective of the calculation method and the exchange-correlation approximation used. This result is in agreement with the experiment and persists for expansions of the lattice parameter up to ~10%. In contrast, the results for the surface magnetization of V(001) are quite different for LSDA and GGA calculations. Similarly to previous calculations [127], no surface magnetization is found with both methods when using LSDA. However, GGA calculations exhibit appreciable surface moments, at least for the thinner slab: 0.66–0.25 $\mu_B$ in the case of AE-LMTO depending on the functional utilized and 1.77 $\mu_B$ for SIESTA. This is a clear indication of the well known tendency of the GGA to produce larger magnetic moments than LSDA. It also seems to indicate that pseudopotentials tend to enhance even more the surface moment. This becomes more evident by increasing the size of the slab. For the 15 layers slab case, all-electron results predict zero surface magnetic moment, while the pseudopotential ones (SIESTA) still predict a large magnetic moment of 1.70 $\mu_B$ in very good agreement with the previous PW results [129]. This points out the failure of the pseudopotential approximation to describe the magnetic properties of this surface as compared to all-electron methods, and has been confirmed with other subsequent comparative studies [132, 133]. According to Kresse et al. [132], for a good description it is not sufficient to use just non-linear core corrections—it is also essential to describe accurately the shape of the $d$ wave functions in the region where the magnetization density reaches its maximum. Unfortunately, for most
generation schemes this leads to very hard pseudopotentials which are not useful in practice.

4.3.3 Fe/c-SiFe/Fe Sandwiches and Multilayers

Magnetic multilayer devices (MMD) can be roughly classified according to the nature of the spacer materials, which leads to very different behavior of the exchange constant between the magnetic layers \( J \), as a function of the spacer thickness \( z \). For metallic spacers the sign of \( J \) oscillates and its magnitude decays as \( 1/z^2 \). For semiconducting spacers, however, \( J \) decays exponentially and is AF in most cases. Devices in which the spacer is a semimetallic material represent an intermediate case. The coupling is always AF, but the decay is very slow, becoming negligible at spacer thicknesses more typical of the metallic structures. One example of this behavior are the (Fe/c-FeSi) MMDs. The spacer here consists in iron silicide in the CsCl structure (c-FeSi), and can be easily formed by interdiffusion of Fe and Si slabs of appropriate thicknesses grown epitaxially. Pruneda et al. [134, 135] have recently performed an ab initio study of the magnetic and electronic properties of these structures. They considered both free standing trilayers and multilayers with the sequence Fe\(_n\)/c-Fe\(_{n-1}\)Si\(_n\)/Fe\(_7\) with \( n=1–6 \). For fixed geometries, obtained from the experimental data, the authors compared the results obtained with a scalar relativistic all-electron AE-LMTO [131] method and those given by SIESTA. They also performed several structural relaxations with SIESTA, which were beyond the capabilities of the AE-LMTO method utilized. The structures however are quite stable and only slightly modified upon relaxation. These structural studies show that the most stable configurations are always those with the spacer layer formed by a regular c-FeSi structure. This is in agreement with the experimental observation, and supports the idea that these structures can be formed by interdiffusion of a thin Si film into the Fe slabs. The exchange constants obtained with SIESTA and with the AE-LMTO are similar within a 10%. They are always AF when the spacer is formed by c-FeSi, with a value of a few mili-rydbergs which decreases in a non-monotonic fashion, with a clear bump for \( n=3 \), and becoming negligible for \( n\approx5–6 \). This behavior is almost identical for trilayers and multilayers. The authors have also considered the effects of pinholes, interface roughness and structural misconfiguration on \( J \). The general conclusion is that structural defects and misconfigurations give rise to strong ferromagnetic couplings. Finally Pruneda et al. [134, 135] considered the limit of very thick spacers using the phenomenological theory developed by Bruno [136] in conjunction with the appropriate effective masses and band edges to provide a realistic description of the electronic structure of c-FeSi. With this model the authors are able to reproduce the experimental decay length of 3.6 Å, and identify the electronic bands responsible of this unusually slow decay.
4.3.4 Cobalt Valence Tautomers

Transition metal complexes with redox active ligands have been extensively studied in recent years. Some of these compounds are interesting candidates for mechanical and magnetic switching devices activated by temperature, pressure, or irradiation. In a recent paper, Labute and collaborators [137] have studied the electronic and structural properties of cobalt-based valence tautomers of generic form Co(SQ)$_2$L$_p$, where SQ represents a semiquinone ligand complex with formal charge $-1$ and spin $1/2$, and $L_p$ represents a neutral redox counterligand. When cooled in frozen organic solvents, or in molecular solid form, these molecules undergo a transition, in a narrow temperature regime, from a high spin, high volume form, to a low spin, low volume form. It has been traditionally assumed that, accompanying this transition, there is a charge transfer from Co to the SQ ligand, with an enhanced ligand field splitting arising from the bond contraction favoring the low spin Co(III). Although consistent with many experimental observations, this image was not fully supported by previous electronic structure calculations [138] and, thus, Labute et al. [137] decided to apply SIESTA to address this problem.

In agreement with the observation, the electronic structure calculation lead to a high spin (~3/2) Co for the high temperature geometry, while a low spin (~0) Co is found for the low temperature structure. Furthermore, the low spin state cannot be stabilized for the high temperature configuration and vice versa. The authors assign this effect to the increase of the 3$d$-2$p$ hybridization upon contraction, which disfavors the Hund’s rule alignment of the spins. The energy difference between the two configurations is 1.3 eV for the experimental geometries, which is reduced to 0.6 eV after structural optimization. The distance between Co and the ligands change very little however, and the distinct spin states are stable during this process. Even after relaxation, this energy difference is too large compared to the experimental transition temperature. In their work, Labute et al. argue that the high temperature phase of the valence tautomers is mixed valent, in the sense that the ground state is a quantum superposition of states with predominantly two well defined valences for Co. This could be at the origin of the incorrect energetics, since in order to accurately describe this state it is necessary to go beyond DFT. The authors then turn to an empirical Anderson impurity model Hamiltonian for the molecule in which local electron correlation effects are taken into account on the Co site but neglected on the metallic carbon rings. With this simplified model they are able to properly describe the energetics of the systems along with some unexplained feature of the X-ray absorption spectra. The DFT calculations pointed out another puzzle: the transition to the low spin states is accompanied by an increase of the Mulliken population of the $d$ orbitals of Co, contrary to the expectation.
tailed analysis of the projected DOS is necessary to solve this problem. As expected, it can safely be considered that one $e_g$ electron of the metal gets transferred to the ligand SQ level. However, in the low-spin configuration there is a significant covalency between the metal-$e_g$ and ligand-$\sigma$ orbitals, so that the Co $e_g$ states are significantly repopulated through their hybridization with the ligand states.

5 Clathrates, Zeolites, and Minerals

The SIESTA approach is especially designed to handle large systems so that it is not surprising that it has been quite extensively used in order to study minerals, clathrates, and zeolites. Quite often a key aspect in studying processes in these systems is the determination of the distribution of cationic species in the large cavities they exhibit. To handle this question extensive computations with methods giving reliable energy differences are needed. The SIESTA approach seems to fulfill both the precision and efficiency requirements in order to be a useful tool in this area. Here we discuss some recent applications of the SIESTA approach to this kind of materials.

5.1 Clathrates

Clathrates are materials with interesting physical properties and a large potential for technological applications. Thus, there is a need for theoretical studies which can lead to useful guidelines in the process of optimizing their physical properties. For instance, group IV $X_{46}$ clathrates ($X=\text{Si, Ge}$) are cage-like materials containing $X_{20}, X_{24},$ and $X_{28}$ clusters. Doped clathrates of this type have been the object of several theoretical studies using the SIESTA approach. A recent example is a study of hypothetical $C_{46}$ clathrates and their potential use as low work function metallic systems [139]. The bare and hydrogenated (100) surfaces of the undoped and Li-doped systems were studied. In that way it was possible to suggest that under doping these materials are true metals with a low work function (i.e., significantly lower than those of alkali metals) and with a stability typical of diamond-like systems, a result opening new perspectives for the making of efficient electron emitters. A related study dealing with the tailoring of the band gap and hardness of iodine doped $\text{Si}_{46}$ clathrates has also been reported [140]. A careful study of the structural and electronic properties of $\text{I}_8@\text{Si}_{46}$ showed that, in contrast with the situation in other doped clathrates, there is a strong hybridization between the iodine and silicon network orbitals. This fact is responsible for a large opening of the band gap. Similar results were obtained for $\text{Xe}_8@\text{Si}_{46}$, giving additional evidence for the irrelevance of ionic effects behind such
band opening. A quasi-particle calculation within the GW approximation for the last system led to a band gap of approximately 2.25 eV showing that the material is a silicon-based “green light” semiconductor. This suggests that doped clathrates may be useful materials in making silicon-based optoelectronic devices.

The discovery of superconductivity in Na$_x$Ba$_{8-x}@$Si$_{46}$ and related compounds triggered a large activity on their transport properties. Interestingly, whereas Na$_x$Ba$_{8-x}@$Si$_{46}$ and Ba$_8@$Si$_{46}$ are superconductors, Na$_8@$Si$_{46}$ is not. A combined experimental (inelastic neutron-scattering and extended X-ray absorption spectroscopy, EXAFS)-theoretical (SIESTA approach) study has been reported [141] in an attempt to provide some insight into the mechanism of superconductivity. Both the analysis of the calculated phonon DOS and the vibrational motion determined by inelastic neutron-scattering suggested that the coupling between the guest atom and the host through host acoustic modes was essential in governing the possible superconductivity of these materials. In fact, the combined theoretical-experimental approach clearly showed that Ba was considerably more strongly bound to the silicon cages than Na or K. A detailed analysis showed that the main parameters to be correlated with the superconductivity occurrence were the host-guest vibrational coupling inside the Si$_{24}$ cages of the structure as well as the DOS at the Fermi level. It was also shown that a large ionic radius for the donor atoms in the Si$_{24}$ cages of the clathrate is needed for the enhancement of the critical temperature. However this requirement is not needed for the donors in the Si$_{20}$ cages because the coupling is already strong in that case.

5.2 Minerals and Zeolites

Structural studies of minerals are important both from mineralogical and commercial viewpoints. Some widely used commercial materials are difficult to structurally characterize fully from a purely experimental approach so that computational approaches can be extremely useful. Often quite large unit cells must be used in these studies so that empirical approaches have been extensively employed. However empirical models have well known limitations which can only be overcome through the use of first principles calculations. In addition, let us note that many minerals (and zeolites) are extensively used in catalytic processes where bonds are broken and created. Under such conditions the use of non-empirical methods is really important. Here we discuss some recent works which have used the SIESTA approach to study quite different problems (mostly structural) concerning minerals and zeolites.

Aluminum hydroxides are the hydrated precursors of transition aluminas, which are widely used as catalyst supports in refining industry. The dehydration process strongly depends on the structure of the precursor. For in-
stance, starting from the boehmite precursor, the dehydration leads to the stable \( \alpha \)-alumina through a large variety of metastable transition aluminas. When the process is initiated from the gibbsite or bayerite precursors, three other types of transition aluminas are formed on the way to \( \alpha \)-alumina. However the same process leads directly to \( \alpha \)-alumina when the diaspore precursor is used. Thus, the formation and structural properties of transition aluminas are strongly dependent on the type of aluminum hydroxide precursor. The real crystal structures of some of these precursors are still not clearly known despite large effort. In particular, the hydrogen positions remain controversial in several of these layered polymorphs. Two groups have carried out theoretical studies of the different polymorphs of aluminum hydroxides using the SIESTA approach [142, 143] which have provided very valuable data concerning their structure and stability.

Digne et al. [142] carried out full structural optimizations (including cell constants, space group and atomic positions) for several aluminum hydroxide polymorphs with different degrees of hydration: gibbsite, bayerite, diaspore, boehmite and tohdite. Comparison with the more reliable structural data presently available showed that the accuracy of the theoretical approach was very good. In some cases (bayerite and gibbsite) the agreement was better than for other calculations also using the SIESTA package [143] because of an extensive optimization of the basis set used in the computations. This is an important aspect in view of future applications in this field. Trends in dehydration processes were also found to be correctly reproduced. An important result of this study was that the total energy of these systems does not seem to depend very much on the hydrogen positions. On the basis of the simulation results these authors evaluated the Gibbs enthalpy variations and could provide a consistent explanation of the thermodynamical stability as a function of temperature of aluminum hydroxide polymorphs. It was pointed out that the degree of hydration of the thermodynamically stable species decreases when the temperature increases. In addition, limiting temperatures of stability for the various polymorphs were obtained which compared well with the experimental data available.

Gale et al. analyzed in detail the gibbsite and bayerite polymorphs [143]. Although the energy difference between the two polymorphs was found to be small (6.3 kJ/mol), gibbsite was found to be more stable in agreement with the fact that it is the predominant form in nature as well as with calorimetric results suggesting that gibbsite is approximately 5 kJ/mol more stable. These authors also considered the hydroxyl stretching frequencies for both polymorphs. Experimentally, the peaks for bayerite are systematically shifted to higher wave numbers with respect to those of the gibbsite. This tendency was also found in the calculated results and correlated with the smaller volume of the unit cell of bayerite in comparison to gibbsite. Globally, the two studies make clear that the SIESTA approach can be a very useful tool in this field. As shown by Digne et al. [142], for reasonable basis sets
sizes (typically, double-$\zeta$ plus polarization functions for all atoms) the calculated results are very good when the basis set is optimized. This is important because it makes feasible theoretical studies of much larger unit cell systems which will not be possible for plane wave type methodologies. In addition, since the SIESTA approach is designed to yield improved scaling with the system size, extensive applications of the method can be anticipated in the study of minerals.

The structure and processes occurring in zeolites have also been the objects of several SIESTA type studies. Zeolites are microporous aluminosilicate minerals which are important in a large variety of industrial applications. Both their ability to act as heterogeneous acid catalysts and the shape selectivity due to the dimensions of the channels are behind many of these applications. However, zeolites have another very important use as support materials for other types of catalysts like metal particles for instance. These systems are often not quite well characterized from the structural viewpoint because of the usual lack of long range order. The complexity of the zeolite framework and the very large number of possible interactions between the metal particles and zeolites makes very difficult the task of describing the bonding and reaction mechanisms within these systems. Another important but difficult aspect in experimental zeolite studies is the location of the extra framework cations. Simulation studies are very popular in this field. Although many of these studies have used empirical potentials, first principles approaches are being also increasingly used. For the reasons outlined above, the SIESTA methodology seems very well adapted to the needs of these studies.

The more extensive use of SIESTA in this field is due to Gale and coworkers [144–146]. An illustrative example is the study of the binding of palladium atoms and dimers in the zeolite gmelinite. This material contains 12-ring channels and 8-ring apertures interconnecting the channels. In a first step, they considered gmelinite as being purely siliceous and studied the different possible ways of binding the palladium atoms. They found several different sites, the three lowest energy ones being of comparable stability and sharing an unexpected structural feature: the palladium atoms interact with both the silicon and oxygen atoms. Naively it could have been expected that the bonding with oxygen would largely dominate. However, these authors could easily explain this result by considering the nature and energy of the lowest unoccupied levels of the zeolite which are largely localized in silicon. When palladium dimers were considered it was found that the second palladium atom only interacts with the oxygen atoms. Thus the interaction is very asymmetric. The shortening of the Pd-Pd bond with respect to that in the isolated dimer was found to be due to the charge transfer from the palladium dimer highest occupied molecular orbital (HOMO), which is palladium-palladium antibonding, to the zeolite lowest unoccupied molecular orbital (LUMO). The next step in the study was the consideration of the interaction
of CO with the platinum atoms. CO is used in zeolite chemistry to probe the Brønsted and Lewis acidic sites. Essentially, it was found that when CO binds to either single palladium atoms or dimers the bonding picture is strongly modified and the interaction with the silicon atom is lost because the nature of the metal HOMO is shifted. The next step of the study was the introduction of an aluminum in the framework in place of silicon as well as a sodium cation in order to ensure charge neutrality. It was found that the presence of aluminum in the framework increases the binding strength of the palladium metal although the type of binding is not significantly changed. In contrast the binding of Co to the metal particles is reduced in the aluminosilicate regions. Thus, this study led to many useful ideas which can be used to rationalize experimental observations in this kind of materials. It also makes clear the difficulty of this kind of studies due to the large number of initial configurations one needs to consider. Of course this difficulty will increase with the size of the clusters and dynamical annealing procedures will be needed. These studies are however feasible. Since some restrictions in the basis sets will be certainly needed, as noted above for aluminum hydroxides, a key point for the success of these simulations will be a careful optimization of the basis sets.

Zeolites have been the object of other SIESTA studies. For instance, Grey et al. [145] explored the location of calcium cations in chabazite and found that the site energies converge as the aluminum content increases. The main results agreed with those of a less computing demanding approach using empirical potential functions and the Mott-Littleton approach. In fact, the problem of site ordering of cations affects not only zeolites but also many other minerals and processes. For instance, Bosenik et al. [147] have shown how the combined use of empirical and quantum mechanical approaches like SIESTA can provide an operative way to face such problems. For instance, the SIESTA code was used to obtain corrections for the chemical potentials used in the framework of an empirical approach in order to study the Mg/Al and Al/Si ordering in amphibolides. Since these calculations needed the use of unit cells with more than 300 atoms, the refinement of an accurate empirical approach was an important task. These authors also used SIESTA in order to validate the results of an empirical approach to the study of solid solutions between the garnets pyrope and grossular [147].

The combined use of a first principles method like SIESTA and either empirical approaches or experimental studies can be a very fruitful approach which has already been used by several authors. For instance, Girard et al. [146] have used SIESTA type calculations in order to validate a force field put forward to study the structure of zeolitic gallophosphates. Borowski et al. [148] used a combination of experimental and theoretical techniques in order to solve the structure of the layered silicic acid H-RUB-18. The high degree of structural disorder precluded a classical structure analysis based exclusively on diffraction data. These authors used a combination of tech-
niques (X-ray, solid state NMR and force field MD) in order to generate a plausible model. The simulation of the X-ray powder diffraction confirmed the model but disorder and pseudosymmetry yielded only a time and space averaged atomic arrangement. SIESTA calculations in triclinic symmetry finally led to a satisfactory description of the local as well as the periodic structure.

Other studies in this field for which the SIESTA approach has been used include the study of cation distributions in phyllosilicates like pyrophyllite, beidellite and several smectites and illites [149], a study of the (001) surface of galena [150] and the combined theoretical-experimental study of the structure of the high-pressure monoclinic phase II of cristobalite [151].

6 Surfaces and Interfaces

Surfaces and interfaces play a crucial role in a large number of industrial and technological applications. This relevance can be illustrated with a few examples such as catalysis or the design and growth of coatings to avoid corrosion, thermal barriers, or microelectronic devices. Unfortunately these are hard systems to study, both experimentally and theoretically. The complex bonding patterns may lead to unexpected coordinations and structures. This, in addition to the possibility of considerable charge transfers between the adsorbed species and the substrates, or even between the surface and the corresponding bulk, reduces the applicability of semiempirical methods, which are usually fitted to the bulk properties. Self-consistent first principles electronic structure methods stand then as the ideal tool to study these systems. However, the large simulation cells usually required then become a limiting factor, and the use of computationally efficient methods becomes instrumental. Approaches like SIESTA are therefore very much needed in this context.

6.1 Clean Surfaces

6.1.1 Liquid Si Surface

At 1684 K, silicon transforms from a covalent semiconductor solid to a quite peculiar liquid metal. It is well known both from experiments and simulations that its coordination is much lower (~6–7) than that of typical liquids (~12), which is a clear indication of the persistence of directional bonding in the liquid phase. Very little is known about its surface, and the measurements are extremely difficult due to the high reactivity and melting temper-
nature. In order to get some insight into its structural properties Fabricius et al. [152, 153] performed first principles MD simulations of this surface using SIESTA. The most interesting result is the observation of a marked atomic layering of the density near the surface. This is somewhat surprising since this kind of layering is usually observed for metals with quite low melting temperature. However, the origin of the observed effect is different in the case of silicon. It is a direct consequence of the remanent directional bonding of liquid silicon which manifests in a strong anisotropy of the local coordination and translates into the creation of a well defined surface layer. The layering, however, has little effect in the electronic and dynamical properties of the surface, which rapidly converge to those of bulk liquid silicon.

6.1.2 Si(001)

Motivated by the long-standing controversy between a ground state of the Si(001) surface exhibiting symmetric or asymmetric dimers, Paz et al. [154] have performed spin-polarized density functional calculations of several reconstructions of the system ((2×1), p(2×2) and c(4×2)) using SIESTA. LSDA calculations converged to non-polarized results in very good agreement with other calculations in the literature. Calculations using GGA predict a ground state with AF order for small dimer inclinations, indicating the importance of Mott-like correlations among the dangling bonds. Lower energies, however, always correspond to higher dimer inclinations with no spin. Although DFT energies cannot be fully trusted, Paz et al. have analyzed different contributions to the energy (surface stress, hopping between neighboring dimers), which turn out to be of very similar magnitude (a few tenths of an eV per dimer) making the problem even harder. In fact, the authors argue that the observed buckling could originate in these extrinsic effects, while intrinsic (intra-dimer effects) would favor a symmetric dimer.

6.1.3 FeSi(CsCl)

Transition metal silicides and their interface with silicon have a large technological interest due to their potential application in microelectronic and optoelectronic devices. Iron silicides are particularly interesting since they can be grown on silicon substrates in a wide range of stoichiometries and structures. One example is the CsCl phase, which is unstable in the bulk, but can be successfully stabilized on Si(111) for thickness up to a few hundred Ångstroms [155] due to its small lattice mismatch (+2%) with this substrate. Low-energy electron diffraction (LEED) patterns indicate an unreconstructed 1×1 surface. Hinarejos et al. [155] tried to get more insight into the structure and termination of the surface measuring angle-resolved photoemission
(ARPES) spectra. The data was then interpreted using simplified calculations of the surface electronic structure based on a tight-binding model obtained from bulk calculations. The results seem to indicate that the Fe termination was more likely to fit the spectra. However, the problem has been recently re-examined by Junquera et al. [156] using SIESTA, and found that only the Si-terminated surface is compatible with the experimental surface band dispersion. In particular, the experimental data reveal a surface band of $\Lambda_1$ symmetry at $\Gamma$ which can only be reproduced for the Si-terminated surface. The shape and energy position of this band are also in very good agreement with the experiment. Interestingly the calculations also reveal the presence of a second surface band whose energy position and dispersion seem to be quite independent of the termination. This band has always major weight on Fe atoms, even when Fe is absent from the outermost layer. This explains the insensitivity to the termination and the fact that it is not clearly resolved with photoemission. This band is probably responsible for the residual intensity detected in the s-polarized spectra. Recent scanning tunneling microscope (STM) images and LEED measurements [157] on the CsCl-structure FeSi/Si(111) film surface seem to confirm the predicted Si-termination of the samples.

6.2 Adsorption on Metallic Surfaces

6.2.1 Doped $C_{60}$ Monolayers on Ag(111)

$C_{60}$ fullerenes exhibit several interesting phenomena related with the presence of strong correlations such as high temperature superconductivity or antiferromagnetism. The existence of non-conventional behaviors can be anticipated from the fact that both the electron-phonon and electron-electron interactions are, respectively, comparable and much larger than the narrow bandwidth predicted by standard electronic structure calculations (a few hundreds of meV). These systems are therefore close to a metal-insulator transition of the Mott-Hubbard type and the validity of the adiabatic approximation, assumed in most electronic structure calculations, can be questioned. From the experimental point of view the band derived from the molecular LUMO is usually seen as a quite broad feature, much wider that the theoretical estimates, in photoemission experiments. However, the observation of the band dispersion has proven elusive in ARPES studies until very recently. In a recent joint experimental and theoretical paper, Yang et al. [158] have reported the first photoemission measurement of the band dispersion for a K-doped $C_{60}$ monolayer deposited on a Ag(111) substrate. The results have been compared with ab initio calculations performed with SIESTA. In those calculations the Ag substrate was modeled by a slab con-
taining six layers, and the coordinates of the three K atoms and the center of mass were relaxed. The calculated band dispersion was observed to be quite sensitive to the orientation of the molecule with respect to the substrate. This fact can be used to determine the $C_{60}$ orientation by comparing the measured and calculated band data. The orientation determined in this way was very similar to that which minimizes the total energy. In general the shape of the calculated and observed band is in very good agreement. Surprisingly, the measured bandwidth and Fermi velocity are only renormalized by 40% and 50%, respectively, as compared with the theoretical values of 170 meV and $\sim 1.4 \times 10^7$ cm s$^{-1}$. This value of renormalization is within the range explainable by electron-phonon effects alone. This suggests that, contrary to the common belief, the role played by electron-electron correlations in renormalizing the bandwidth in these systems might be not substantial.

6.2.2

H$_2$O on Ag(111)

A reliable model for the water-metal interface, the so-called double layer, is instrumental for the accurate description of electrochemical phenomena. In spite of the large effort devoted to it there is no general consensus on a model, and the existing ones have difficulties in rationalizing all the abundant experimental information. This may not be surprising given the complexity of the problem. An intermediate step for the understanding of the electrochemical interface is the study of the adsorption of the water molecule on metallic surfaces. This is a somewhat better defined problem for theoretical methods, and a considerable corpus of experimental work exists [159]. One of the many open questions is the response of the molecule to the electric field in the interface. It is frequently assumed that the molecular orientation changes from oxygen-up to oxygen-down in response to electric fields. This behavior seems to be confirmed by the experimental evidence [159], but there were not first principles calculations supporting this idea. Recently Sanchez [160] used SIESTA to perform a series of simulations on the subject. He studied the orientation of a water molecule adsorbed on a charged Ag(111) surface as a function of the charge. Some modifications in the code were necessary to include the effects of the electric field. The method relies on the inclusion of a charged plane at the boundary of the cell parallel to the surface [161]. On the neutral substrate the molecule lies approximately parallel to the surface almost directly on top of one of the surface atoms. This geometry is explained by the character of the molecular orbitals involved in the bonding. Although all molecular orbitals are stabilized upon adsorption, the bonding interaction with the substrate is mostly mediated by the HOMO, 1B$_1$. This is a $\pi$-lone pair, which maximizes its overlap with the states of the substrate for the parallel orientation. The orientation parallel to the surface and its interpretation in terms of the covalent metal-1B$_1$ has been
confirmed in a recent theoretical paper [162] on several closed-packed surfaces of transition and noble metals. The molecule is tilted as the charge of the Ag(111) surface increases, with the oxygen pointing away for negative surface charge and the oxygen pointing towards the surface for positive charge. This is solely due to the effect of the electrostatic interaction and takes place with a minor change of the height of the center of charge (~0.2 Å). The tilting of the molecule is accompanied by an increase of the binding energy, again of electrostatic origin. A linear behavior of the angle vs the surface charge density is observed in the region ±5 μC cm⁻². Complete orientation of the molecule in the direction of the field (i.e., perpendicular to the surface) is achieved for a critical charge density of ~15 μC cm⁻² for both polarities. These results support the idea that the observed lowering of the inner layer capacitance at large charge densities [163] is due to the dielectric saturation of the water layers closest to the electrode.

6.2.3 CO on Ni(111)

Quiros et al. have performed an X-ray diffraction study of the absorption geometry of CO on Ni(111) under equilibrium conditions in ambient CO gas pressures ranging from 10⁻⁶ mbar to 1.2 bar [164]. Within this pressure range the ordered \( \sqrt{7} \times \sqrt{7} R 19.1^\circ \) structure is observed. In this structure the CO molecules bind to top and bridge substrate sites with a relative population of 1:3 respectively [165]. The lattice parameter is found to change reversibly with the gas pressure by 7.6% within the range considered. These experimental observations were contrasted with first principles calculations. The SIESTA package was used to calculate the interaction potential between free-standing and absorbed CO molecules. The main conclusions of the calculations are: i) the interaction between molecules is purely repulsive in the range of distances relevant for the studied structure; ii) it is very similar for the case of supported and gas-phase molecules, being iii) quite independent of the adsorption sites; iv) the effective interaction is very well described as pairwise (the estimated three-body contributions are one order of magnitude smaller than the two-body term). At the separation characteristic of the \( \sqrt{7} \) structure the repulsive forces between molecules are around 0.1 eV/Å.

6.2.4 Metals on Metallic Surfaces

The deposition of metals on different metallic substrates is not only a problem of fundamental interest but it is very relevant in electrochemistry, particularly in the field of the so-called underpotential deposition [166]. This involves the deposition of a metal monolayer at potentials more positive than the reversible Nernst deposition potential of the adsorbate. A meaning-
ful concept in the theory of underpotential deposition is the so-called underpotential shift that is defined as the difference of the chemical potential of the atom adsorbed on a foreign substrate at a given coverage \( \theta \), and the chemical potential of the same species in the bulk. At \( T=0 \) K this is just the difference between the cohesive energy of the metal in the bulk and its adsorption energy in a given substrate, the so-called excess binding energy \( \Delta U_{\text{ex}} \). In [167] Sánchez et al. have used the SIESTA code to calculate this magnitude for the (111) surface of several popular single-crystal face-centered cubic electrochemical systems (mainly noble metals), and compared the results with the available experimental information. As a general trend \( \Delta U_{\text{ex}} \) can be correlated with the surface energies of both adsorbate and substrate, as was expected from very simple considerations. For a given substrate \( \Delta U_{\text{ex}} \) decreases with increasing the surface energy of the adsorbed species. Conversely, for a given adsorbate \( \Delta U_{\text{ex}} \) increases with the surface energy of the substrate. There are notable exceptions to these tendencies, mainly for adsorbates and substrates exhibiting a large lattice mismatch like Cu/Au(111) and Cu/Ag(111) systems. For a few systems the authors also report the values of \( \Delta U_{\text{ex}} \) obtained with converged PW calculations with the fhi96md package [168]. They are in almost perfect agreement with the SIESTA calculations. The numerical values for \( \Delta U_{\text{ex}} \) can be split into two contributions, one coming from exchange and correlation energy and other containing kinetic and electrostatic energy contributions. In general these two large energetic contributions behave in opposite ways with the lattice parameter and, therefore, the magnitude and sign of \( \Delta U_{\text{ex}} \) comes as a delicate balance and is difficult to predict on simple grounds. The comparison with the experiment is very good is some cases like Ag/Pt(111) (0.33 eV calculated vs 0.2–0.35 eV measured). In other cases however, particularly for Cu/Pt(111), the comparison is not so favorable (0.06 eV calculated against a measured value of 0.4 eV) which seems to be related to the effect in the adsorption energies and structures of the solvent and the anions present in the solution.

6.3 Adsorption on Si Surfaces

6.3.1 Ba on Si(001)

As already mentioned, one possible way to eliminate the fundamental limitations of current field effect transistors would be to substitute the silica by other high dielectric function oxides as gate materials. Unfortunately, the growth of high-quality oxide films on silicon substrates is not a simple task, and much work is being devoted to develop appropriate methods. For example, it has been shown that the formation of thin films of alkaline-earth-met-
al silicides is an essential step in the epitaxial growth of crystalline oxides on Si(001) [169]. The quality of the growth seems to depend critically on the prior formation of a sub-monolayer of silicide. Therefore, the study of the process of adsorption and growth of these silicides is very important. Wang et al. [170] used SIESTA to simulate the first stage of the Ba deposition of Si(001). In good agreement with the STM images it was found that, at low coverages, the preferential adsorption site is located in the trough between the Si dimer rows. The bonding was found to be strongly covalent, with a small charge transfer (~0.15e) to the Ba. This is quite surprising in view of the large electronegativity difference between Ba and Si, and explains the observed core level shifts [171]. The problem of diffusion of Ba on this surface was also addressed from the analysis of the potential energy landscape for the Ba adsorption. It was found that the diffusion takes place preferentially along the direction parallel to the dimer rows (seven orders of magnitude more probable than perpendicular to the rows). Based on this observation a one-dimensional growth behavior was predicted, which seems to have been confirmed by recent STM experiments [172].

6.3.2 Pb on Si(111)

Pb/Si(111) constitutes an excellent system for the study of the metal-semiconductor interface due to the low mutual bulk solubility of both components. Consequently a number of experimental works have been devoted to this surface during the last decade, unveiling a rich phase diagram, especially at low coverage. For larger coverage, close to 1 ML (ML=monolayer), the competition between Pb-Si and Pb-Pb interactions gives rise to incommensurate phases at room temperature. However, by cooling down the system, a new ordered phase, denoted as $\sqrt{7} \times \sqrt{3}$, has been observed by X-ray diffraction [173] and STM [174] among other techniques. Following this experimental work, the first electronic structure calculation of this surface has appeared very recently. In a joint experimental and theoretical paper, Brochard et al. [175] used the SIESTA code to study the structure, bonding and relative stability of several phases of Pb/Si(111). The agreement with the available experimental information was very good, including the simulated bias dependent STM images. The most stable structure predicted was unambiguously identified with the model proposed from the X-ray diffraction data [173], corresponding to a coverage of 1.2 ML. This rules out the trimer model resulting from a naive interpretation of the STM images. The ab initio calculations also confirmed the expected existence of covalent bonds between five of the Pb atoms in the surface unit cell (from a total of six) and the underlying Si atoms, thus saturating all the dangling bonds. Contrary to expectation, however, the calculations revealed that the bonding between lead
atoms has a markedly metallic character, with the valence electronic charge highly delocalized along the Pb overlayer.

6.3.3
C$_{60}$ on Si(111)

The interaction of C$_{60}$ molecules with silicon substrates is expected to be strong due to the presence of highly reactive dangling bonds. Indications of strong bonding have been reported by several experimental techniques. Probably one of the most striking ones is given by STM images where, contrary to the case of metallic substrates where molecules appear as fuzzy balls, on the Si(111) surface it is possible to infer the orientation of the molecules over the substrate and even to observe some of its internal features [176–178]. Two adsorption configurations are deduced from STM images: a large molecule with apparent height of ~0.6 nm that appears more round and fuzzy, and a small molecule with a height of ~0.5 nm which produces a clear internal structure and a large variety of shapes (orientations on the substrate) [176]. In order to identify the most favorable adsorption sites and structures and compare with the STM information, Sanchez-Portal et al. [179] have made an extensive study of the structure of C$_{60}$ on the Si(111) surface using SIESTA. A 2×2 adatom surface was used as a model to simulate the terraces of the 7×7 reconstruction. In most cases the C$_{60}$ molecule remains closely spherical, while the changes in the structure of the silicon substrate are larger, particularly the adatoms which move substantially to form extra C-Si bonds, even at the expense of breaking Si-Si bonds. In fact, the most stable adsorption models correspond to situations where one of the adatoms has broken some of its bonds with the substrate to allow for the formation of new, more stable, C-Si bonds between the fullerene and the substrate atoms. The estimated adsorption energy can be as high as 6.5 eV for this model, and the electronic height seems to be in good agreement with the apparent height of the small molecules in the STM experiments. Figure 5 shows two of the studied structures, corresponding to the two types of adsorption experimentally reported. Unfortunately, the agreement is somewhat poorer between the observed internal structure and the calculated plots of the local DOS of the slab calculations. Surprisingly, the comparison is more favorable when selected molecular orbitals, split from the fivefold degenerate HOMOs, are used instead [176, 177]. This is probably an indication that more sophisticated approaches than Tersoff-Hamman theory are needed to reproduce the STM images in this system.
The Si(557)-Au reconstruction is formed after the deposition of ~0.2 ML of gold on top of a vicinal Si(111) with the misorientation chosen along the [1\bar{1}2] direction and, therefore, the steps are parallel to [1\bar{1}0]. This surface presents a (5/C1481) reconstruction, and the deposited Au atoms are supposed to form a monatomic wire on each terrace running parallel to the step edge. For this reason it has been proposed as an experimental realization of a one-dimensional metal. In fact, ARPES experiments on these systems found one band with a strong one-dimensional character (i.e., only dispersing along the steps direction) which seems to split in two bands in the proximity of the Fermi level (E_F) [180]. This was considered quite a surprising observation since, in a simple model that solely takes into account the Au chain, only one band coming from the 6s Au states was expected to cross E_F. The two bands were then interpreted as a signature of the one-dimensional character of the system (spin-charge separation) [180]. Sánchez-Portal et al. [181] used SIESTA to explore the electronic structure of more realistic models of this surface. The results showed that for most of the structures two metallic bands were obtained instead of the single 6s band expected. This could provide an alternative explanation for the experiments. Indeed all the bands with strong 6s character are located well below E_F, which can be easily understood since Au is more electronegative than Si. Instead the calculated
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**Fig. 5** Two of the configurations found for the C_{60} molecule on the Si(111) surface: a) this structure would correspond to the large molecules type observed in the STM experiments; b) this structure would correspond to experimentally more stable small molecules type. In the latter structure two of the adatoms have broken their bonds with the Si atoms in the surface, allowing the formation of two extra bonds (highlighted in the figure). Estimated binding energies, charge transfers to the fullerene, and height of the molecule center of mass over the substrate are also indicated. Reproduced with permission from [179]
bands are mainly derived from Si 3sp lobes pointing towards the Au atoms on the surface; thus they are silicon bands. The idea that the observed features are related with band structure effects, and not with spin-charge separation, seems to be confirmed by more recent photoemission studies [182]. Sánchez-Portal and Martin [183] have identified the most favorable structure of the Si(557)-Au surface out of 15 different models. In addition to the Au chain, this structure involves a row of Si adatoms saturating some of the dangling bonds of the structure and is in very good agreement with the model proposed from recent X-ray diffraction data [184].

6.4 Surface-Tip Interactions

In a recent joint experimental and theoretical work, Forster et al. [185] have studied the dynamic scanning force microscope images of the CaF$_2$(111) surface as a prototype of ionic substrates. The focus was made on the effects of tip and substrate relaxations in the atomic resolution of the images. The simulations were performed for pure silicon tips and ionic tips made of MgO. The results were then compared with the experimental information. For a proper treatment of the electrostatic interactions the calculations with ionic tips require a larger simulation cell and, therefore, a simplified method was used to describe the chemical forces. In the case of the silicon tips a more sophisticated description of the electronic structure is necessary, due to the expected presence of covalent interactions, and the SIESTA code was utilized. According to these authors, this would be the first ab initio simulation of this kind on an ionic substrate. As in previous studies [186] the silicon tip was modeled by a small (ten atoms) cluster with its base saturated by hydrogens, and exhibiting a single dangling bond in the apex. Both in experiments [187] and simulations [186], pure silicon tips have been shown to provide good atomic resolution on some semiconducting surfaces. The contrast in those cases is dominated by the onset of the bonding between the dangling bonds in the tip and the surface. Ionic surfaces, without clear unsaturated bonds, might lead to different results. The interaction between the silicon tip and the CaF$_2$ substrate is certainly weaker than in the case of a silicon substrate with dangling bonds [186]. The contrast is dominated by the high F$^-$ sublattice (there are two inequivalent F atoms on the surface). The interaction with Ca$^{2+}$ is much weaker and enters repulsion at larger tip heights (0.33 nm) than over F$^-$ sites (about 0.25 nm). The interaction between the higher F$^-$ and the tip is partially covalent, involving charge transfer from F$^-$ into bonding states (~0.18 e for a 0.30 nm separation). The relaxations on both tip and sample are quite modest and do not seem to affect the images for this system. Two different image patterns are experimentally observed depending on the tip-surface distance. Only the long-distance pattern is recovered by the simulations with pure silicon tips. In the simulations
with ionic tips, however, both patterns are obtained as a function of the distance, and the magnitude of the contrast also seems to be in better agreement with the observation. This seems to indicate that the tips are usually highly contaminated, and is consistent with the usual experimental practice of bringing tips into contact with the surface before imaging to improve the resolution.

6.5 Interfaces

6.5.1 SiO\textsubscript{2}/Si

As mentioned above, the constant miniaturization of the silicon-based microelectronic devices requires a reduction of the SiO\textsubscript{2} gate to the nanometer scale. This can only be achieved via a detailed microscopic understanding of the structure and the Si oxidation process at the SiO\textsubscript{2}/Si interface. Some fundamental aspects of the reaction of the O\textsubscript{2} molecule with this interface have been revealed by recent spin-polarized total energy calculations using SIESTA [188]. The reaction results either in a peroxy linkage with a Si-Si bond in the interface (a Si-O-O-Si type of bond) for the singlet spin state, or in a perfect Si-O-Si bond plus an interstitial O atom for the triplet spin state. The singlet state, i.e., the peroxy linkage, is more stable and presents a smaller energy barrier (a calculated value of ~0.2 eV, to be compared with ~0.8 eV estimated for the triplet). However, the initial state of the reaction, i.e., the O\textsubscript{2} interstitial within SiO\textsubscript{2}, is well known to have a triplet configuration, and the authors estimate a rather small probability for triplet to singlet conversion. This is in contrast with the case of the Si(001) surface, where the singlet-to-triplet conversion is a key ingredient to understand the sticking coefficient of oxygen [189]. This spin dependence of the reaction can be the key to explain the high quality of the SiO\textsubscript{2}/Si interface, which cannot be understood from a preferential formation of the peroxy linkage.

Another interesting study of this interface has recently been published by Dabrowski et al. [190] based on DFT calculations performed with several codes, SIESTA among them. They addressed the problem of the segregation of the typical donors P and As to the SiO\textsubscript{2}/Si(001) interface. The calculations show that the segregation is driven by the tendency of P (or As) to avoid the oxygen bonds. Donor species can then be trapped as threefold coordinated atoms and deactivated at certain defects at the interface, such as replacing a Si which has a dangling bond and is not bonded to oxygen. Donor atoms can also be trapped and deactivated at the defect-free interface by pairing. This P\textsubscript{2} (As\textsubscript{2}) complex is unstable in bulk silicon but next to the interface its binding energy can be as large as 0.5 eV in the intrinsic material and even larger in the n-type material. This stabilization takes place because the oxide
can accommodate the stress caused by the deformation of the bonds around the complex and because the removal of a substrate bond (substitution of Si by P) provides a way to release part of the interfacial stress. The pairing mechanism dominates at high dopant concentration (>10^{19} \text{cm}^{-3}).

6.5.2 \textit{\alpha-}Al_{2}O_{3}(0001)/Al(111)

SIESTA has been utilized to analyze the characteristics of the bonding at the interface between aluminum and alumina (Al_{2}O_{3}) [191]. The authors considered Al and O terminations of the oxide. In all cases the optimal geometry corresponds to an fcc stacking sequence, which places the metal atoms above the O hole sites of the alumina. During the relaxation process the metal atoms closest to the interface are pulled to positions usually occupied by the Al^{3+} cations for the bulk oxide. In other words, the atoms are rearranged in such a way that the oxide is always effectively terminated by an Al bilayer independently of the initial termination. The interfacial Al-O bonds are in all cases very similar to those of bulk alumina, i.e., mainly ionic with a small degree of covalency. In fact, this ionic interaction is the dominant bonding mechanism, determining the charge transfer between the Al and oxide layers. Mulliken populations and bond orders inside the oxide layer are also quite similar to those for bulk. More changes can be appreciated with the Al slab. There is a reduction of the metallic bonding (delocalized charge) in the Al near the interface as a result of its distorted atomic structure and the charge transfer to the oxide. This is compensated for by the formation of more directional, covalent-type bonds.

7 Low Dimensional Metals

Low-dimensional metals have certainly led to one of the more interesting and fruitful chapters in modern solid state science. The interest on these materials dates back to the theoretical work of Peierls [192] and Fröhlich [193] more than 40 years ago. However it was the seminal work by Wilson et al. [194] on transition metal dichalcogenides, as well as the practically simultaneous discovery of the first truly organic molecular metal, TTF-TCNQ (TTF: tetrathiafulvalene, TCNQ: tetracyanoquinodimethane) [195, 196] which launched a great effort on their study. Many of the interesting properties of these materials are related to the special topology of their Fermi surface (FS) [194, 197]. When a piece of the FS can be translated by a vector $q$ and superimposed on another piece of the FS, this FS is said to be nested by the vector $q$. Metals with a nested FS are susceptible to a modulation with wave vector $q$ of their charge or spin density, which destroys the nested part of the FS.
Metal-to-insulator or metal-to-metal transitions associated with such charge density or spin density waves (CDW or SDW) are frequently observed in low-dimensional metals although often, especially in the case of molecular metals, are in competition with other types of instabilities.

The unraveling of the interesting physics of these materials strongly depends on the availability of calculated band structures and FSs. Tight-binding extended Hückel (eH) type calculations have been remarkably successful in this area and even predictive [197]. However recent experimental studies using photoemission, magnetoresistance, and other techniques have made clear the need for first principles calculations on these materials in order to understand the fine aspects of their electronic structure. Some of these materials have been recently studied using the SIESTA approach.

7.1 Molybdenum and Tungsten Oxides and Bronzes

The discovery of nonlinear transport due to sliding of CDW in the K$_{0.3}$MoO$_3$ blue bronze [198] was at the origin of the renewed interest in the blue, red, and purple bronzes, Magnéli phases, monophosphate tungsten bronzes, etc. [199, 200]. Recent photoemission studies [201–204] mostly confirmed the already known tight-binding eH FSs [205, 197] of these materials but the agreement was less good for the energy bandwidths which, in general, were found to be larger by a factor of at least 2. In some cases like the blue bronzes there were noticeable disagreements in the relative dispersion of some bands. A recent SIESTA study for K$_{0.3}$MoO$_3$ [206] has confirmed that the Fermi level cuts two pseudo-one-dimensional bands so that the FS of this material is made of two pairs of slightly warped sheets perpendicular to the highly conducting direction (i.e., the $b$ axis) nested by the $0.75b^*$ wave vector. These results are in agreement with the photoemission and X-ray diffuse scattering studies [204, 207]. The calculated band dispersions for the two partially filled bands are now in excellent agreement with the recently reported ARPES studies (see Fig. 6). A study of the crystal orbitals at some points of the Brillouin zone essentially confirmed the qualitative analysis based on the eH approach [197] and showed that the reason for the disagreement in the eH band dispersions (see Fig. 6) was the underestimation of the Mo $d_{xz}$-O $p_z$ interactions. These first principles calculations also showed that no empty band which could be thermally populated above 180 K exists, a result which differs from the previous eH calculations [205] and which is significant for understanding the variation of the CDW wave vector with temperature.

An extensive SIESTA study of the electronic structure for all monophosphate tungsten bronzes, (PO$_2$)$_4$(WO$_3$)$_{2m}$, with known crystal structure (i.e., for $m$=4, 5, 6, 7, 8, 10, and 12) has also been carried out [208]. These materials are electronically more complex since the FS follows the so-called ‘hid-
den nesting’ scenario [209], i.e., the FS results from the hybridization of three different one-dimensional FS. This study, while confirming the qualitative aspects of the eH calculations, has led to a better agreement with recent ARPES studies [210, 211]. Calculation of precise FS (including interlayer interactions) and the associated Lindhard response function allowed an in-depth discussion of the origin of the structural modulations occurring in these materials. This study suggested that a FS driven instability is at the origin of the structural modulations for the low \( m \) members of the family (i.e., \( m = 4, 5, 6, \) and 7) but not for the higher \( m \) members, a result which is in agreement with recent X-ray diffuse scattering studies for these solids [212, 213].

Another series of low-dimensional bronzes which have been the subject of a SIESTA study [214] are the hydrogen molybdenum bronzes, \( H_xMoO_3 \) (0<\( x <2 \)). These phases are low-dimensional mixed conductors displaying a wide range of colors and properties [215–217]. Every one of the four stable phases—\( I (x \approx 0.33), II (x \approx 1), III (x \approx 1.66), \) and \( IV (x \approx 2) \)—exhibits a different type of superstructure. According to a recent suggestion [218, 219], the doubling of the host cell along the \( c \)-axis in phase II as well as the \( 3a \times 6c \) superstructure in phase I can be seen as resulting from CDW-type instabilities of their FS. The SIESTA study showed that the topology of the FS is not the main driving force for the adoption of the superstructures but may be at the
origin of some conductivity anomalies of these phases [214]. Conjugate gradient structural optimizations and MD runs were used in a cooperative theoretical-experimental attempt to unravel the nature of the superstructures for phases II, III, and IV [220] as well as to discuss the relationship between the transport properties and structural details such as modifications of the host structure, hydrogen distribution and ordering among the two potential H+ intercalation sites (channels within the layers or van der Waals gaps between the layers).

7.2 Molecular Conductors

Molecular metals came into being with the successful marriage of the molecular donor TTF and the molecular acceptor TCNQ [195, 196]. The remarkable low-temperature behavior of this solid triggered an enormous interest on the physics of molecular conductors which soon led to the discovery of superconductivity in the molecular solid (TMTSF)2PF6 (TMTSF: tetramethyltetraselenafenvalene) [221]. Since then molecular conductors have led to an impressive number of exciting discoveries [222]. From the computational viewpoint their large unit cells and mixed type of bonding face the theoretician with a real challenge. However some of these solids have recently been studied using the SIESTA methodology.

The molecular superconductor β-(BEDT-TTF)2IBr2 [223] is a material subject to intense interest because of the much debated question of the origin of the slow magnetoresistance oscillations. Initially they were supposed to originate from small pockets of the FS because their behavior strongly resembles that of the Shubnikov-deHaas effect. The origin of such slow oscillations has remained as one of the more elusive features of the electronic structure of these materials until recently when Kartsovnik et al. [224] have proposed that they originate from the warping of the cylindrical FS. The calculated FS is shown in Fig. 7 [225]. It is a typical quasi-two-dimensional FS with a cylinder-like shape. The calculated transverse cross-section (Fig. 7b) is in excellent agreement with that reconstructed from the magnetoresistance data [226, 227]. The cylinder-like FS is calculated to be warped as depicted in Fig. 7c. In order to clarify the kind of warping, the region of \( k \)-space giving negative values of \( \delta c/\delta c^* \) is encoded as bright color and the region of \( k \)-space giving positive values is encoded as dark color. It is clear that the striped bands are inclined with respect to the \( c^* \)-direction a feature which harmonizes with the results of the magnetoresistance reconstruction of the FS [226, 227]. This study showed without any ambiguity that the FS of β-(BEDT-TTF)2IBr2 does not contain any small closed pocket of carriers which could be at the origin of the slow oscillations. It also suggests that the dispersion along the interlayer direction is of the order of 0.8–1.7% of that in the conducting plane. The two facts together provide a firm computation-
al basis to the proposal that the slow oscillations in $\beta$-(BEDT-TTF)$_2$IBr$_2$ originate from the warping of its cylindrical FS and quite clearly show the usefulness of this kind of computations in characterizing the FS of molecular conductors.

A remarkable experimental achievement in the field of molecular conductors has been the report of the first single-component neutral molecular metal, Ni(tmdt)$_2$ (tmdt: trimethylenetetrathiafulvalenedithiolate, see Fig. 8) [228]. An essential requirement for the induction of metallic behavior in molecular metals is some kind of electron transfer (either direct or electrochemically induced) leading to the partial emptying and/or filling of at least one band. Thus, these solids were thought to be always (at least) two-component systems. Theoretical work challenged this notion suggesting that for some molecular species, like metal bis(dithiolene) systems (see Fig. 8), there is the possibility of an internal electron transfer in the solid state which thus can make unnecessary the presence of the doping species [229–231].

The SIESTA calculated band structure for the Ni(tmdt)$_2$ molecular solid [232] clearly showed that the bands originating from the HOMO and LUMO (see Fig. 8) overlap (0.19 eV) leading to the metallic character. The calculat-
ed FS clearly showed that Ni(tmdt)\textsubscript{2} must be a three-dimensional metal and that both the electron and hole pockets should lead to angle-dependent oscillations in the magnetoresistance measurements. A remarkable result of the SIESTA computations was that for the very strongly related nickel bis(dithiolene) material Ni(C\textsubscript{10}H\textsubscript{10}S\textsubscript{8})\textsubscript{2} (see Fig. 8b) a small energy gap of 0.054 eV was found to separate the HOMO and LUMO related bands thus conferring a semiconducting character to this material. This is in excellent agreement with experimental work suggesting a small energy gap (approximately 0.10 eV as deduced from the conductivity measurements) for this material [233]. The reason for the contrasting conductivity behavior of these two materials seem to be entirely due to the differences in the crystal pack-

Fig. 8a, b Some relevant metal bis(dithiolene) systems used in the search for molecular conductors. Shown in a are isosurface plots of the HOMO and LUMO calculated for Ni(tmdt)\textsubscript{2}. Reproduced with permission from [232]
ing (i.e., difference in the intermolecular interactions) since the initial HOMO-LUMO gaps are calculated to be practically identical (0.36 vs 0.37 eV). The SIESTA type calculations thus seem to be very well adapted to the study of the metallic vs semiconductor behavior of these molecular solids despite well known deficiencies of DFT in dealing with band gaps for semiconductors. The reason for this success probably lies both in the molecular nature of the solids (which leads to intermolecular interactions much weaker than the intramolecular bonding ones) and to the similar nature of the HOMO and LUMO (which really are based on in-phase and out-of-phase combinations, respectively, of the same type of ligand orbital).

The characterization of the unoccupied and partially occupied states of TTF-TCNQ has recently been the object of a combined X-ray absorption near edge spectroscopy (XANES) and SIESTA study [234]. The use of synchrotron radiation allowed the determination of the partial DOS of S, N, and C because of the element selectivity of X-ray absorption and the determination of the spatial distribution of the molecular orbitals due to the polarization of the synchrotron light. The SIESTA computations were used to calculate the DOS and PDOS into the carbon, nitrogen, and sulfur of TTF, TCNQ, and TTF-TCNQ. As a consequence, an in-depth discussion of the origin of the different features of the unoccupied DOS of the three materials, TTF, TCNQ, and TTF-TCNQ, has been possible leading to the assignment of most of the experimentally obtained features to specific molecular orbitals.

7.3 Other Low Dimensional Systems

It is sometimes difficult to predict the conductivity behavior of a material solely on the basis of the crystal structure either because the unit cell is too complex or because alternative descriptions of the crystal structure suggesting different answers are possible. Sometimes it is not even clear if there is a chance for the material to exhibit low-dimensional transport properties and hence the associated peculiar physics. Band structure calculations can be of major value in these cases and indeed some studies along these lines using the SIESTA methodology have been reported. Thus, it was predicted that the complex molybdenum oxide TeMo$_5$O$_{16}$ would not be a metal but a semiconductor and the structural origin of the band gap was analyzed [235]. In contrast, it was suggested that the ternary nitride Ca$_2$GeN$_2$ could be a new low-dimensional metal and it was shown that the nature of the alkaline-earth atom can have a crucial influence on the conductivity behavior of this type of phases [236]. Although the crystal structure of the ternary nitride Ca$_2$AuN contains regular zigzag chains of Au atoms with Au-Au distances similar to those in Au metal, the analysis of the electronic structure clearly showed that both the Au and Ca atoms influence the shape of the FS and that the system should be a quasi-two-dimensional metal [237]. Sometimes, especially in the
case of molecular solids, it is difficult to predict if the conductivity will be metallic or activated because of some kind of electronic localization. First principles computational studies can be very valuable in these cases. For instance, SIESTA type calculations [238] have suggested that an AF state should be the ground state for the molecular solid Mo$_3$S$_7$(dmit)$_3$ although both the ferromagnetic and metallic states are quite close in energy so that the nature of the ground state can probably be influenced by pressure application or chemical modifications.

8 Nanostructured and Biological Systems

The last decade has witnessed the blooming of nanoscience as one of the most active areas of research. Although interdisciplinary, nanoscience bears an important materials science component, as it relies on our ability to build and characterize materials at the nanometer scale. Simulations have played a major role in this field, given the practical difficulty in the experimental control and characterization of these nanometer sized systems. Similarly, nowadays simulation tools are key in understanding biology at the molecular scale. Although the vast majority of the simulations done in biology are still done at the classical potentials level, quantum-mechanics is of course of paramount importance in many biological processes, and therefore quantum simulations are very much needed in this area. The recent advances in the ability of these techniques to describe larger and more complex systems is making possible the application of quantum simulations in biological systems. SIESTA is especially well suited for simulation in these two areas, as it is able to reach system sizes relevant for nanoscale materials and for biological systems, for which other first principles electronic structure methods are computationally too costly. In this section we will briefly mention work done along these lines.

In the field of nanoscale materials, SIESTA has probably made its largest impact in the study of carbon nanotubes. This is a field which has captivated the attention of researchers for their unusual electronic and mechanical properties. Simulation and theory have played a major role, often providing predictions that have guided the way for experimental studies. Work done with SIESTA has spanned many aspects of nanotube science: vibrational properties [239–241], electronic states [242–246] (including the effect of lattice distortions on the electronic states [247–250]), elastic and plastic properties [251–254], and interaction with other atomic and molecular species [255–259]. Boron nitride nanotubes have also received some attention [260, 261].

Fullerenes have also been the focus of several studies using SIESTA. Carbon fullerenes doped with Ni [262] and Si [263–265] have attracted some at-
tention. Tsolakidis et al. [266] developed a method to compute the optical absorption of clusters based on Time Dependent DFT, and applied it to the calculation of the optical spectrum of \( \text{C}_{60} \). The vibrations of \( \text{C}_{60} \) on silver surfaces was studied experimentally by Pascual and coworkers, and the results were analyzed with the aid of SIESTA simulations [267]. Some aspects of fullerene growth have been studied by Hernández et al. [268]. The polymerization of fullerenes to form complexes [269] or superhard solid phases [270] has also been considered. Finally, as in the case of nanotubes, fullerenes made of boron nitride have also been proposed and studied with SIESTA by Alexandre et al. [271–273].

Besides the fullerenes and the Fe clusters described above, other atomic clusters of small and intermediate sizes have been studied using SIESTA. Examples are Ni-C [274, 275] and Ni-Al [276] clusters, bare and passivated gold nanoclusters [276–282], aluminum oxide clusters [283], and Zn and Cd nanoclusters [284].

Atomic nanowires have also been studied, especially in the case of gold, where much experimental information is available. The case of gold is especially interesting, and in particular the observation of unusually large interatomic distances in the experiments. This has concentrated the effort of several works using SIESTA [285–288]. Au wires supported on Si surfaces have also been studied [181].

One of the most promising developments in nanotechnology is the idea of building electronic devices on the molecular scale, using molecules or nanoaggregates as building blocks of electronic circuits. At this scale, electronic transport is completely dominated by quantum effects, and therefore the previous understanding of microelectronic devices is essentially useless. SIESTA has been instrumental for developing simulation tools for quantum electronic transport which can help us predict and explain the behavior of nanoscale devices for electronic applications. Brandbyge and coworkers [289–297] have developed the simulation package TranSIESTA, which, built on SIESTA, computes the current through a molecule or nanoscale contact connected between two electrodes when a finite voltage is applied on them. The method treats the electrodes as semi-infinite metallic leads, and both them and the molecule or contact are treated within the same atomistic description and detail (in contrast with previous methods in which the electrodes were treated as featureless continuous media). The method is able to obtain both the current and the shape of the voltage drop through the molecule, and provides the atomic forces exerted on the atoms by the passing current. TranSIESTA has been applied so far to predict and explain the transport properties of metallic wires, nanotubes and organic molecules. Other methods to compute transport properties have also been implement-ed using SIESTA to provide the electronic structure [298–302].

Finally, SIESTA has also made an impact on the study of biomolecules. Artacho et al. [1, 303–306] have contributed to establishing the currently ac-
accepted view that DNA does not behave as a metallic wire, and that, if it does conduct, some mechanism different from band conduction (like small polarons) should be responsible. Different aspects of nitrogenated bases, proteins and peptides [307–312], as well as other organic molecules like calix[4]arene [313], durene [314], and dioxin [315] have also been studied with SIESTA.

9 Conclusions and Outlook

Around seven years ago the SIESTA Project was initiated by a small group of researchers in several Spanish universities with the goal of developing a very efficient method to perform self-consistent electronic structure simulations based on DFT for complex materials. The idea was to create a method that would make possible the accurate computation of the electronic properties of systems containing up to several hundreds of atoms with modest computational capabilities, even with personal computers, that could be available for most researchers around the world. Another key concept in the project was the search of a general approach, i.e., the goal of efficiency should not be gained at the expense of the flexibility and generality of the method. The computational scheme, therefore, should not be restricted to a particular type of material or bonding configuration. It should be applicable to a wide variety of systems, especially to those situations where large scale simulations are needed and most semi-empirical or approximated methods are not reliable enough. Reconstructed and decorated surfaces, interfaces, and nanostructures are some examples of such situations. Of course, the development of a method with such characteristics extended over several years. It was necessary to address and solve many technical and fundamental problems, and new ideas were combined with techniques already used in different contexts. The results of this research were implemented in the SIESTA code, which was made available to the academic and scientific community a few years ago (http://www.uam.es/siesta). Since then, the number of research groups using the code has been steadily increasing and a considerable corpus of work has already appeared where SIESTA has shown its capabilities and potential. During these years the SIESTA development group has also benefited of several fruitful collaborations with researchers who have contributed to the code adding new features or improving its efficiency.

Here we have presented a detailed account of the status of the SIESTA Project and its impact for the materials science community. We have reviewed the applications of SIESTA for the calculation of the properties of many different materials. We have tried to include the most relevant and representative work performed with SIESTA, providing an overview of the applicability and possibilities of the method. However, given the large num-
ber of users and published research, we have probably missed some important papers, and we apologize to the authors of these works. The reviewed material covers a wide range of systems including insulators, semiconductors, and metals, which form bulk ordered and disordered phases, surfaces, interfaces, nanowires, and small atomic aggregates and nanostructures. The properties studied include electronic, magnetic, cohesive, structural, ferroelectric, dynamical, elastic, and vibrational properties. In conclusion, the present review shows that SIESTA is an effective tool for the study of complex materials and as such it is being recognized by the computational materials science community.

As a final note, we would like to mention that the development of SIESTA is certainly an ongoing task, and new capabilities are being implemented or will be in the future. Developments which are already available in a preliminary stage, and which will be included shortly in the public distribution of SIESTA, include accelerated relaxations and dynamics techniques [316, 317], hybrid quantum mechanics-molecular mechanics schemes [309–311], implementations of time dependent DFT [266, 318], electronic transport properties at the nanoscale [289], and the determination of transition states [319]. In the longer term, there are plans to implement methods based on exact and Hartree-Fock exchange (including hybrid XC functionals), GW approaches for the accurate determination of electronic excitations, and the calculations of free energies from molecular dynamics simulations.
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Abstract We examine the performance of hybrid (HF-DFT) exchange functionals within Density Functional Theory (DFT) in describing the properties of crystalline solids. Recent applications are reviewed, and an extensive set of new results presented on transition metal compounds.
The features of the electronic density and of several calculated properties are examined as the weight of the HF (exact) exchange in the hybrid functional is increased. Clear trends emerge in the structural and electronic properties; in particular, HF exchange increases the electronic localisation. This feature causes an increase in the ionicity of the materials, a systematic decrease of the lattice parameter and increase of the elastic constants and bulk moduli. When HF and standard (LDA or GGA) DFT solutions yield systematically errors with opposite sign with respect to experiment, the formulation of hybrid functionals improves the accuracy of the calculations. This is the case for band gaps, phonon spectra, magnetic coupling constants, and all properties that depend on the extent of electronic localisation at either perfect or defective lattice sites. A different weight of HF exchange is required to reproduce the experimental value of different observables; as a general rule, however, a higher fraction of HF exchange than the 20% optimised in the molecular B3LYP formulation is required in the solid state.

Keywords DFT · Hybrid functionals · Crystalline solids · Transition metal oxides · B3LYP

1 Introduction

Computer modelling can now be considered as an almost indispensable tool in solid-state and materials sciences, where it effectively complements experimental probes of matter by providing atomic-level insight in ever more complex materials and processes [1]. The increased industrial demand for ’designer solids’, i.e. new materials whose electronic and structural properties are suited for specific applications, requires the availability of general and reliable ab-initio electronic structure methods that do not depend on system-specific parameters. Such techniques have seen an extraordinary development over the last decades, and are now a key component of research in solid-state chemistry, condensed matter physics and materials science, where they are increasingly employed not only to interpret existing experimental data, but also to direct new experimental efforts. With this perspective in mind, addressing the accuracy achievable with available techniques is a topic of fundamental importance. In this chapter we examine the performance of hybrid exchange functionals within density functional theory in representing the structural and electronic properties of crystalline compounds, described under periodic boundary conditions.

Historically, the field of electronic structure calculations has seen two largely independent lines of development: on the one hand molecular quantum chemists have based most work on wavefunction techniques (the Hartree Fock [2, 3] and post-HF theories [4]); on the other, condensed-matter physicists had their reference method in Density Functional Theory (DFT) [5–7]. This formal division between molecular and solid-state communities has been due to the poor transferability of the standard computational methods between the two fields: early DFT functionals underperform post-HF techniques in reproducing the known properties of small molecules.
(see, e.g., the comprehensive test by Cohen and Handy [8]), while the extension of accurate post-HF methods to solid-state systems is difficult or has prohibitive computational expense. In fact, the development of wavefunction methods applicable to the study of crystalline solids is still in its scientific childhood [9].

After two decades of continuous theoretical developments and improvements, however, working formulations of the exchange and correlation functionals at the basis of DFT have been proposed that, while retaining a tractable computational cost, have adequate accuracy for most needs in both molecular and solid-state sciences. The formulation of hybrid HF/DFT functionals has been crucial in achieving this goal. Let us put this development into the context of the DFT evolution, in which we notice three key steps:

1. The first working formulation of the exchange and correlation (xc) density functional is the LDA (Local Density Approximation) [10, 11], which makes reference to the uniform electron gas (jellium). Despite its simplicity, the LDA provides surprisingly good results for metallic solids with delocalised electrons, i.e., those that most closely resemble the jellium model. It has, however, revealed systematic shortcomings in the description of materials with localised electrons (be these molecules or insulating solids), which lead to the underestimation of bond distances and overestimation of binding energies [12]. These shortcomings have been associated with two crucial features of the LDA: first, the local formulation of the energy expression does not account for the electronic redistribution in bonds, and hence excludes chemistry from the functional expression; and second, the non-exact cancellation of the self-energy part (self-interaction) of the Hartree term in the LDA exchange functional, which is particularly important for well localised electrons.

2. The next generation of functionals aimed at correcting the first feature, by including the so-called generalised gradient (GGA) terms in the functional formulation (following the accepted procedure, here and in the following we shall refer to the functionals by the initials of the proposing authors: B-LYP [13, 14]; HCTH [15]; PW [16, 17]; PBE [18]). The dependence of the functional on the gradient of the electronic density is performed via analytic functions, whose parameters are either fitted to experiment [13–15] or determined by some exact sum-rules [16–18]. The increased flexibility of the GGA, compared to the LDA functionals, has helped improving their performance, but does not address the self-interaction problem.

Similar arguments apply also to the latest generation of functionals, defined as meta-GGA [19, 20], that in addition to the gradient terms also include an explicit dependence on the kinetic energy density and/or on the second derivatives of the electron density.

3. Only when an explicit orbital dependence is included in the DFT formulation can the electron self-interaction be corrected. Several directions have been followed to this aim, of which the most common are referred to as
SIC, or self-interaction corrected LDA [21, 22], and more recently the exact exchange (EXX) functionals [23], both of which include a dependence of the exchange functional on the occupied molecular or crystalline orbitals.

An alternative approach to remove the improper self-interaction term consists in making use of the HF theory, in which the self-interaction cancellation between Coulomb and exchange contributions is exact. Mixing HF and DFT formulations of the exchange forces, therefore, provides an alternative method to introduce some extent of electronic self-interaction correction and orbital dependence. One appealing feature of this choice is that it can exploit readily the progress and tools available to the quantum chemists for calculating the HF exchange.

In the class of orbital-dependent functionals, the LDA+U method [24] also deserves special mention for its importance in solid-state calculations on open-shell transition metal compounds. The LDA+U Hamiltonian contains an on-site term U, whose features reproduce in a parametric form the orbital-dependence of the HF theory.

In this chapter we are mostly concerned with the hybrid (HF-DFT) exchange functionals, and we shall therefore focus most of the discussion on this class of DFT functionals. The original proposition of a hybrid exchange functional is due to Becke [25, 26], who made use of the adiabatic connection formula to show how to continuously transform the HF into the DFT formulation of the exchange functional. In general terms, hybrid functionals contain one or more parameters; these include at least the fraction of HF and DFT exchange to be used, and eventually which exchange functional within DFT, whose value can be postulated (Becke’s half-and-half hybrid [25]), fitted to experimental data (the original B3PW [26] or the B1LYP formulation proposed by Adamo and Barone [27]), or derived from first principles, as shown by Perdew et al. using a perturbation expansion [28].

Inclusion of the HF exchange, combined with the optimisation of the parameters included in the hybrid functionals, yielded a noticeable improvement of DFT results; it has in this way been crucial in achieving a working formulation of DFT that is accurate enough to satisfy the quantum chemistry needs for many applications. Combined with its relatively low computational cost, this development has transformed DFT into the method of choice for the ab-initio calculation of materials properties, especially for large systems of practical interest. Several critical cases remain, however, where standard one-electron Hamiltonians fail to reach sufficient accuracy to interpret and/or direct experiments. Below we shall consider some representative examples in the solid state.
2 Review of B3LYP Applications in the Solid-State

Application of the newly proposed hybrid functionals to molecular systems has been almost immediate. A crucial importance has been played by the software availability: as soon as proposed by Becke, the first hybrid functional has been coded into GAUSSIAN94 [29] (although using the LYP correlation functional instead of the PW employed by Becke), making it available to the molecular quantum chemistry community. As often happens, the solid-state community has been much slower in taking up this development, and the application of hybrid functionals to crystalline compounds (described under periodic boundary conditions (PBC)) has not been possible until the late 1990s, when they have been coded in CRYSTAL98 [30]. Five years on, several solid-state studies have been performed with hybrid functionals, providing a valuable experience on their accuracy and applicability. In this section we summarise the results of early publications in which hybrid exchange functionals have been applied under PBC to represent crystalline solids.

The properties of crystalline compounds are quite often different from those of molecular species, and the question concerning the transferability of molecular functionals to solids is therefore non-trivial. The difference is particularly evident for ionic and semi-ionic solids, in which the long-range electrostatic forces provide a strong localising field for the electronic states, that is not present in molecules. This is the type of situation in which the shortcomings of standard LDA and GGA functionals, linked to the missing electronic self-interaction, are likely to be most severe. In fact, ionic compounds of open-shell transition metal cations, such as the Mott insulators, are often referred to as highly correlated materials, to indicate the strong electron-electron coupling in these compounds. Complex transition metal oxides are the key components in several modern technologies: from the synthetic chemistry industry, in which oxides represent the active phase and/or support of heterogeneous catalysts [31], to electronics, where the response properties of oxides to external fields are employed to design sensors and actuators [32, 33], and where oxides are at the basis of rechargeable batteries [34], electrochromic devices [35, 36] and high-Tc superconductors, just to name a few industrially relevant applications. Understanding the performance of the different Hamiltonians available to solid-state scientists for describing these systems is therefore a topic with considerable practical, and not only academic, interest.

Before starting our discussion, two fundamental differences should be highlighted between molecular and solid systems:

1. In molecular chemistry, very accurate thermochemical and structural data exist for a selection of simple species. These data have been effectively used
in past years to define representative sets (see, e.g. Pople’s G2 set [37] and Handy’s set of 147 species [8]) against which to measure the results of calculations. The availability of these representative sets has enabled the empirical derivation of DFT functionals, which represent the current state of the art in DFT performance [8]. In contrast, the field of solid-state science has no such set available. Solids are quite often ill-defined, and contain intrinsic defects and impurities that modify their measured properties. This feature limits the direct comparison of model calculations with experimental data to few crystals that can be synthesized in (almost) defect-free form. Even in this case, the accuracy with which different experimental observables are known varies; often the most reliable experimental results on crystalline solids are not directly related to the equilibrium structure, energy and electronic density (as for molecules), but to the response of the solid to a perturbation, for instance to elastic distortions or to external electromagnetic fields. As an additional complexity, some fundamental electronic properties of solids cannot be measured directly; band gaps, for instance, can be readily calculated as edge to edge differences between specific filled and unfilled bands, but they cannot be measured directly. What experiments furnish are absorption edges and activation energies corresponding to processes that are often speculative. As another example, magnetic coupling constants can be neither measured directly nor calculated directly. Their extraction from calculations requires a mapping onto a phenomenological model of some sort, which by its very nature is inexact, while comparisons are made with indirect quantities such as disorder transition temperatures, which in turn have to be expressed in terms of the phenomenological model. Comparison to experiment in the solid state, therefore, is often indirect; the structural complexity and the cost of these calculations exceed by several orders of magnitude those of the simple molecules in the molecular sets. Even having a representative solid state set available, generating a useful ensemble of calculated properties would be beyond the reach of a systematic investigation of the type of reference [8].

2. The second difference between molecular and solid-state fields is the lack, in the latter, of a reference theoretical method. Post-HF techniques in molecular quantum chemistry can yield results with a controlled degree of accuracy. In the absence of experimental data, the results obtained with different DFT functionals could be compared against those calculated with the reference computational technique. Recent developments in wavefunction methods [9], GW techniques [38], and quantum Monte Carlo (QMC) [39] for solid-state systems aim at filling this gap, and are promising for future work, but at present they still suffer from a limited applicability.

The two differences mentioned above make a systematic quantitative testing approach for solids extremely difficult. Instead, we shall collect the published data, and present an extensive set of new results, with the aim of ex-
trating in a qualitative way the main features of hybrid functionals in solids, as a practical guide for their efficient application.

Several papers have appeared in press in the past three years using the B3LYP functional under PBC, as embodied in CRYSTAL98 [30]. The systems studied include several compounds of main group elements [40–57], compounds containing transition metal ions in formal electronic configuration $d^{(0)}$ [58, 59], and compounds with one or more open shell transition metal ions in electronic configuration $d^{(n)}$ ($n \neq 0$) [60–64].

Studies of main group elements are the most numerous; they include the series of alkali earth oxides and hydroxides $MO$ and $M(OH)_{2}$ ($M=\text{Mg, Ba, Sr}$) [46, 47]; $\alpha$-$\text{Al}_{2}O_{3}$ [48]; aluminophosphates [49]; ZnO [50–52]; PbS [53, 54]; H-containing defects in zeolites [55–57]; and representative H-bonded systems [45]. Both bulk [40–42] and surface [48, 50–52] materials have been investigated, including surface adsorption processes [43, 44].

In most papers referenced above, the standard molecular formulation of the B3LYP functional has been employed, and its results graded against a set of other Hamiltonians available in CRYSTAL. These usually include at least HF, LDA and one GGA functional (PW or PBE), and thus enable a critical appraisal of the B3LYP performance compared to other well established Hamiltonians in solid-state chemistry. Several observables have been examined, such as the equilibrium structure, elastic constants and bulk moduli, thermochemical data, electric field gradients, phonon spectra and vibrational frequencies, polarisation of the ferroelectric phases, magnetic coupling in open-shell transition metal oxides. We shall comment on each observable separately.

1. **Structural parameters and elastic constants**: let us start with the oxides, hydroxides [46, 47] and halides [41] of main group elements. Results are very encouraging, at least for this class of chemically well behaved systems. Despite the calculated net charges showing a clear trend, with HF being the highest (most ionic), LDA the lowest (least ionic), and B3LYP and GGA yielding intermediate values, all the systems can be well described as ionic. The main features of the electronic density and the description of bonding being qualitatively the same, only minor quantitative features differentiate the Hamiltonians. Within this relatively small variation, the structural and elastic values from the B3LYP calculations are those that best match the experimental data; results for a set of 15 cubic materials are surveyed in [41]. It is worth mentioning, however, that in a series of isostructural compounds we notice a general worsening of structural results on increasing the atomic number of the cation. This can be observed comparing results for Li, Na and K fluorides and chlorides in [41]. Similarly, in the alkali earth compounds [46, 47], the $a$ cell parameters (along the densest packing direction of the solid, dominated by Coulombic interactions) from B3LYP calculations are overestimated by 0.95%, 2.90% and 3.4% in Mg(OH)$_2$, Ca(OH)$_2$
and Sr(OH)$_2$ respectively. This is a clear indication that the performance of current functional formulations, optimised in molecular studies for light atoms, degrades rapidly for heavy elements.

On comparing the different Hamiltonians we find, as a general rule, the following trend in the optimised lattice parameters: LDA<experimental<PW~B3LYP<BLYP, while the elastic constants and bulk moduli ($K_0$) follow the series of experimental ~BLYP<PW~B3LYP<LDA~HF. The relative value of $K_0$ yielded by the different DFT functionals is mostly due to the equilibrium volume $V_0$ (we recall that $K_0$ scales as $1/V_0$), while the lack of correlation in the HF solution overestimates the curvature of the potential energy surface and hence also $K_0$. The relative value of the HF equilibrium lattice spacing compared with the DFT ones has a less clear trend, and depends on the ionicity of the material; we shall come back to this topic later.

The situation is more complex for open-shell transition metal oxides, where different electronic states of comparable energy can exist. The relative energy of the electronic states is often reversed by small modifications in the functional; the structural properties are in this case dominated by which electronic state is predicted as stable by the different Hamiltonians. When the same electronic state is obtained (or enforced), the same trends described for the main group elements are reproduced; if different electronic states enter the solution, instead, the spread of results can be very large. In pyrite (FeS$_2$) [62], for instance, the optimised lattice parameter covers a range of values as large as 15% of the experimental lattice constant (LDA predicting $a=5.386$ and HF yielding $a=6.000$ Å). The internal degrees of freedom have similar differences, the S-S bond distance ranges from 2.143 Å (HF) to 2.295 Å (PBE); the B3LYP value is 2.197 Å. HF and B3LYP results are the closest to the experimental value of 2.162 Å.

2. **Surface structure** calculations performed on compounds of main group elements with different Hamiltonians show larger differences than bulk systems in the results, in particular for the relaxation of the outermost surface ions. In [48] this feature has been attributed to the change of ionicity of the surface ions (i.e. to the surface polarisability), which occurs to a different extent employing different Hamiltonians and functionals. The same trend observed in the bulk systems (ionicity increasing in the order of LDA<GGA<B3LYP<HF) occurs at the surfaces, but differences in both polarisability and the ensuing relaxation are magnified at the surfaces compared to the bulk. Surfaces represent, therefore, a more severe test for the accuracy of structural results than bulk systems; however, reliable and unambiguous experimental data on the surface structure of complex materials are extremely difficult to achieve. Even the best surface XRD results available on ZnO(0001) [50] are still affected by an error bar of ±0.05 Å in the vertical displacement of the surface oxygen ions, which is adequate at most for a qualitative comparison between the different functionals.

3. The calculated phonon spectra (including here also the OH stretching frequencies in hydroxides and doped zeolites) show a stronger dependence on
the Hamiltonian than the structure, not surprisingly since the second
derivatives of the energy with respect to atomic displacements are very sensi-
tive to small features of the potential energy surface (PES). The same
known trends of molecular calculations [65] are recovered also in the solid-
state: the HF solution overestimates the curvature of the PES and systemati-
cally overestimates frequencies (by as much as 12%), while the LDA and
GGA solutions underestimate them. The hybrid functional represented by
B3LYP is a suitable compromise, and is able to reproduce accurately the ex-
perimental data, to within a few wavenumbers.

4. The situation for the band gaps [40] is very similar to that observed for the
phonons: HF and LDA (or GGA) solutions give systematically errors of op-
posite sign, that cancel out in the hybrid formulation (although we should
recall here that the virtual bands in either HF or DFT approaches are not
representative of the excited states; a time-dependent (TD-DFT) solution
should be employed in this case [66, 67]). Again, open-shell transition metal
compounds should be considered separately: the ability of different Hamil-
tonians to localise electrons on the cationic site more or less tightly leads to
changes of the solution from metallic to insulating, and can modify the sta-
ble electronic configuration of the compounds. FeS$_2$ is predicted as metallic
in LDA and PBE solutions, as a paramagnetic insulator in HF, and as a dia-
magnetic insulator in B3LYP. Similar variations are known in NiO [60, 61]
and MnO, which are described in more detail later.

5. Calculated thermochemical data show a large variation depending on the
choice of functional; as exemplified again by the alkaline earth oxides and
hydroxides [46, 47] and by the rocksalt-structured transition metal oxides
[60]. In this case, results show that the hybrid functional yields comparable
results to its component GGA functional (i.e. B3LYP to BLYP; B3PW to
PW). B3LYP and BLYP underestimate the experimental cohesion energy by
up to 1 eV per formula unit in the systems examined; the best agreement
with experiment is given by PW and PBE (and by the hybrids built on them)
[60]. In contrast, HF underestimates heavily the cohesive energy due to the
lack of correlation, while LDA results confirm the tendency of this function-
al to overbind, already known from molecular calculations. Also in the ther-
mochemical results we notice a tendency to increase the difference between
calculated and experimental results on increasing the atomic number of the
cation: the B3LYP cohesive energies of Mg(OH)$_2$, Ca(OH)$_2$ and Sr(OH)$_2$ are
underestimated by 0.3, 0.1 and 1.2 eV/f.u., respectively. Despite being large
in absolute value, these numbers represent a relatively small fraction of the
total cohesive energy, equal to 1.6, 0.4 and 5.6% in the Mg, Ca and Sr
hydroxides. Errors of this order of magnitude are considered as acceptable
in the solid state. When considering reaction energies, errors largely
compensate; for instance, errors in the calculated hydration energy
MO+H$_2$O→M(OH)$_2$ are 0.0, 0.03 and 0.16 eV/f.u (or 0.0, 2.4 and 11.5% of
the total hydration energy) in the Mg, Ca and Sr compounds, i.e. one order
of magnitude smaller than in the cohesive energy, although in relative terms they may represent a large fraction of the experimental data.

6. A separate discussion should be performed concerning the properties of weak bonds. We include in this category the interlayer interaction in the alkaline earth hydroxides [46, 47], hydrogen-bonded systems [45], and the weak adsorption of CO on MgO [43, 44]. The features of the hybrid functional in such a case are discussed exhaustively in [43, 44]; when dispersion forces have comparable energetic influence than other types of binding in the solid, none of the DFT functionals examined yields accurate structural and thermochemical predictions. In fact they should not, as dispersion forces are not accounted for in any of the available functional formulations. The B3LYP hybrid is no exception, and the calculated lattice parameters along directions dominated by intramolecular forces can be overestimated by as much as 6.5% or more. Important improvements are clearly needed in this area.

The interaction that is commonly identified as hydrogen bond is another challenge for computational studies; depending on its strength, the H-bond varies from being dominated by covalent to electrostatic or dispersive forces [68]. The case of crystalline HCl has been investigated in [45]; its low temperature structure [69] consists of hydrogen bonded zig-zag chains of HCl molecules running along the c-axis, while inter-chain interactions along the a and b lattice vectors are of weak van der Waals nature [70]. The HCl crystal has H-bond interactions of moderate strength, and with an important electrostatic component; these are well represented by B3LYP [45]. The c lattice parameter along the direction of the H-bonded chains has the following optimised values: $c_{\text{HF}}(6.301 \text{ Å}) > c_{\text{B3LYP}}(5.581 \text{ Å}) > c_{\text{exp}}(5.399 \text{ Å}) > c_{\text{LDA}}(4.779 \text{ Å})$. However, the a- and b-axes dominated by dispersion forces are poorly represented: HF and B3LYP overestimate them by more than 75%, while LDA underestimates them by up to 13%.

Because the inter-chain binding accounts for only 4% of the binding energy of the crystal (~0.5 kJ/mol) [45], even large errors in the a- and b-axes do not affect the calculated cohesive energy. In this case, we find that LDA overestimates the lattice energy by 40 kJ/mol; HF underestimates it by 5 kJ/mol, while B3LYP gives a lattice energy of 12.66 kJ/mol, in good agreement with experiment [68]. Other properties that are only weakly dependent on the inter-chain interactions, such as the frequency of the H-Cl stretching mode ($\omega$) and the molecular dipole moment, are also well reproduced by the B3LYP functional. The symmetric HCl stretching frequency varies as $\omega_{\text{LDA}}(2201 \text{ cm}^{-1}) < \omega_{\text{B3LYP}}(2768 \text{ cm}^{-1}) < \omega_{\text{HF}}(3138 \text{ cm}^{-1})$. The experimental value is $\omega_{\text{exp}}=2858 \text{ cm}^{-1}$ from the Raman shift for orthorhombic HCl at high pressure (>19 Gpa) extrapolated to p=0 [71], or 2768 cm$^{-1}$ from IR [72]. The agreement in the latter case may be fortuitous, but reflects the general agreement of B3LYP frequencies with experiment.

7. The ferroelectric polarisation has been calculated for the tetragonal phase of KNbO$_3$ [58] and for HCl [45]; in the case of KNbO$_3$, the macroscopic polar-
isation $\mathbf{P}$ has an important electronic component, and correlates with the degree of covalence in the Nb-O bonding [73, 74]. The polarisation has been calculated both at the experimental structures of the compounds and at their optimised geometries. In KNbO$_3$, when using the experimental structure for different Hamiltonians, $\mathbf{P}$ shows small variations, centred around the experimental value of $\mathbf{P}_{\text{expt}}=0.37 \text{ C} \cdot \text{m}^{-2}$; in particular we find $\mathbf{P}_{\text{LDA}}=\mathbf{P}_{\text{PBE}}$ (0.38 C·m$^{-2}$)$>\mathbf{P}_{\text{B3LYP}}$ (0.37 C·m$^{-2}$)$>\mathbf{P}_{\text{HF}}$ (0.33 C·m$^{-2}$). This trend is opposite to that discussed earlier concerning the ionicity (HF>B3LYP>GGA~LDA) and confirms the importance of the electronic contribution to $\mathbf{P}$. The values of $\mathbf{P}$ calculated at the optimised geometries are instead $\mathbf{P}_{\text{HF}}$ (0.52 C·m$^{-2}$)$>\mathbf{P}_{\text{B3LYP}}$ (0.51 C·m$^{-2}$)$>\mathbf{P}_{\text{PBE}}$ (0.49 C·m$^{-2}$)$>\mathbf{P}_{\text{LDA}}$ (0.42 C·m$^{-2}$)$>\mathbf{P}_{\text{expt}}$; we notice a larger dispersion of the results, indicative of optimised structures with a different extent of distortion. LDA gives in this case the best comparison with experiment, but only due to an underestimation of the distortion [75], while PBE, B3LYP and especially HF overestimate both the structural distortion and the resulting $\mathbf{P}$. For HCl, the calculated values of $\mathbf{P}$ at the optimised structure are $\mathbf{P}_{\text{HF}}$ (0.46 C·m$^{-2}$)$>\mathbf{P}_{\text{B3LYP}}$ (0.86 C·m$^{-2}$)$>\mathbf{P}_{\text{LDA}}$ (1.06 C·m$^{-2}$), while $\mathbf{P}_{\text{expt}}=3.6 \text{ C} \cdot \text{m}^{-2}$ [76]. As we observed in point 6 above, the optimised structure for HCl is affected by a large error, and this influences the calculated value of $\mathbf{P}$. Enforcing the experimental structure, agreement with experiment is excellent; for instance $\mathbf{P}_{\text{HF}}=3.66 \text{ C} \cdot \text{m}^{-2}$. From the two comparisons above, it is clear that current electronic structure methods are able to yield an accurate ground state electronic distribution for a range of compounds, once a proper geometry is chosen. Errors in the equilibrium structure, however, are large enough to introduce an uncertainty as large as one order of magnitude for those observables that show a strong dependence on the structure.

8. In magnetic compounds (those containing open-shell transition metal ions), a useful value to grade the solution is the magnetic coupling $(J)$ between neighbouring magnetic ions in the structure. The values of the coupling constants have been calculated for several compounds, including NiO [60, 61] and CoO [60], La$_2$CuO$_4$ [63], KMnF$_3$ [42]. In each case, inclusion of some HF exchange in the functional has dramatic effects on the electronic and magnetic coupling; the difference between the values of $J$ calculated at LDA and UHF level can be as large as one order of magnitude, with LDA usually overestimating experiment by a factor of 4–5, and UHF underestimating experiment by a factor of 3. As for all the other observables in which HF and LDA (GGA) systematically yield errors of opposite sign, formulation of hybrid exchange functionals heals the shortcomings. The 20% mixing parameter of B3LYP is insufficient to lower the LDA (GGA) to the experimental value; formulations closer to Becke’s ’half and half’ hybrid are more accurate [61, 77–79].

Most of the works referenced above employed a standard molecular formulation of the B3LYP functional, with 20% HF exchange. Systematic inves-
tigations on the effect of changing the mixing parameter have never been performed. In fact, we are aware of only three cases in which a value of the mixing parameter different than 20% has been used (we exclude here the calculations in which pure HF exchange has been used in conjunction with a DFT correlation functional, as we do not consider it as a hybrid functional). These are the works by Bredow and Gerson on MgO, NiO and CoO [60], Moreira et al. on NiO [61], and Mackrodt et al. on VO [64]. We also need to mention here the seminal work on magnetic coupling performed by Illas and Martin, using embedded clusters methods to simulate the crystalline environment of the magnetic ions [77–79]. These works, while pointing to the need for solid-state specific formulations of the hybrid functionals, suffer from a limited applicability, as they focus on the magnetic coupling in open-shell transition metal compounds, at the expenses of other observables. In addition, the embedded cluster calculations, despite enabling the use of post-HF methods, enforce the experimental geometry of the compounds and not the equilibrium structure of each Hamiltonian/functional. The values of the coupling constants show large variations as a function of the internuclear distance (see, e.g. [80]); as we have seen in point 7 above, constraining the computational procedure to the experimental structure may therefore introduce large errors in the results when transferred to the study of new compounds, for which the experimental structure is unknown. It would be desirable to have a computational method available that is able to determine both structural and electronic parameters at the same time.

We consider the lack of a systematic approach to be a severe limitation of present works on hybrid functionals in the solid state. To fill this gap, we have performed a systematic investigation on the effect of changing the mixing parameter, covering the whole range from 0% to 100% in a set of compounds. The systems and properties we have chosen are the following:

- Perovskite-structured transition metal oxides AMO$_3$, including ferroelectric materials such as BaTiO$_3$ and KNbO$_3$. The polarisation $P$ is due to a subtle combination of structural (extent of the distortion) and electronic (M-O covalence) effects.
- Magnetic perovskite and rocksalt-structured oxides and fluorides. These are highly ionic compounds, in which the calculated coupling constants $J$ indicate the degree of localisation of the unpaired electrons on the transition metal sites, and the range of the magnetic (spin-spin) interaction.
- Open shell defects in rocksalt-structured matrices; the observables of interest are in this case the hyperfine constants, measurable experimentally by EPR, which depend both on the defect structure and on the localisation of the defect states.

The problems of interest are therefore at the same time electronic and structural. All the systems listed above share the fact that standard DFT cal-
culations, in either LDA or GGA formulations, fail to reproduce with sufficient accuracy the correct electronic ground-state and/or the structural and electronic properties of the material. We examine systematically if, and to what extent, this problem can be overcome by the use of hybrid HF-DFT exchange functionals.

We shall monitor systematically the effect of changing the percentage of HF exchange, coupled with different exchange and correlation functionals. The mixing parameter is varied between 0 and 100% in steps of 10% or 20%. The complexity and cost of solid-state calculations does not yet enable a more extensive approach. Results are presented later, and are preceded by a discussion to show how mapping of the ab initio results onto model Hamiltonians can be employed to analyse the results and relate them to experimental observations.

3 The Use of Model Hamiltonians and Mapping of the Ab-Initio Results

Ab initio calculations of the type described in the previous section, in principle, provide all the information needed to compute the time-independent properties of a system. However, the formal complexity of the calculations makes analysis of results often very difficult. In past decades, our knowledge on complex materials has been built on model Hamiltonians, which capture in a phenomenological (parametric) way the main physical/chemical interactions of the problem. Model Hamiltonians provide a reference framework to guide the interpretation of results, which focus attention on particular features of the electronic structure thereby leading to greater transparency. We propose that, instead of aiming at reproducing experimental observations, model Hamiltonians can nowadays by effectively employed to rationalise the results of ab initio calculations. This operation shall be performed, in our work described later, by mapping the ab initio solution onto that given by a model Hamiltonian. This phenomenological analysis a posteriori provides a powerful quantitative tool for rationalising the ab initio results in terms of a small set of effective interaction parameters with a direct physical/chemical meaning.

In particular, we have chosen to map the solution for the ferroelectric perovskites onto that provided by a Tight-Binding Hamiltonian [81–83], whose parameters are related to the strength of the interactions between nearest neighbour ions in the solid. The solution for the magnetic oxides is instead mapped onto a model spin Hamiltonian of the Ising type, that assumes that different spin orderings are differentiated only by the spin interaction between neighbouring metal ions.
3.1 The Tight-Binding Model of Metal-Anion Interactions in Perovskites

Let us consider the cubic to tetragonal ferroelectric phase transition in a ferroelectric perovskite that contains a transition metal ion in formal electronic configuration $d^{(0)}$, such as BaTiO$_3$ or KNbO$_3$. In the cubic phase, each unit cell contains one formula unit AMO$_3$; the transition metal ion is located at the origin; the three oxygens are along the x, y and z directions at fractional coordinates $\pm1/2$, and the cation A in dodecahedral interstices in the sites with fractional coordinates $(\pm1/2, \pm1/2, \pm1/2)$. The structure is shown in Fig. 1. In the tetragonal ferroelectric phase, M is displaced towards one of its six neighbour oxygens, say the one in the +z direction; this displacement is accompanied by smaller relaxations of the oxygen and A ions in the ±z direction, and by an elongation of the cell along z (the $c/a$ ratio between the lattice parameters along z and along x (y) is $\sim1.01$). The physics of the distortion can however be captured by a simplified pseudocubic phase in which only the M ion is displaced in an otherwise undistorted cubic structure.

The cubic and pseudocubic perovskite phases are relatively simple structures, for which we can derive analytically the solution given by a model Tight-Binding (TB) Hamiltonian [81–83]. The TB is the simplest quantum mechanical Hamiltonian, in which the matrix $H^{\text{eff}}$ representative of the Hamiltonian operator is defined in the space containing the valence atomic orbitals (AO) of the component atoms. This space is divided into an active subspace, containing all the chemical interactions considered important for the solution, and the complementary inactive subspace, whose matrix elements are disregarded and which will be ignored in the chemical description of the system. The elements of the active space are assigned a parametric value.

As in molecular systems, also in solids the fundamental chemical interactions to understand are those confined to the frontier AOs. For a perovskite

![Fig. 1 Corner-sharing arrangement of octahedra in an AMX$_3$ perovskite. The cation A is located in a dodecahedral interstice](image-url)
containing \(d^{(0)}\) transition metal ions, these are the M-\(d(t_{2g})\) and O-2p(\(\pi\)) AOs.

In the case of \(d^{(0)}\) cubic perovskites we make reference to the effective interaction parameters shown in Fig. 2a. These are:

- The diagonal elements \(\alpha\); in particular \(\alpha_{d}\) relative to the M-\(d(t_{2g})\) AOs, and \(\alpha_{p}\) for the O-2p(\(\pi\)) AOs (i.e. the 2p AOs on each oxygen, perpendicular to the M-O-M direction)
- \(\beta\), the interaction element between M-\(d(t_{2g})\) and O-2p(\(\pi\)) AOs on nearest neighbour ions
- \(\gamma\), the interaction element between O-2p(\(\pi\)) AOs on next-nearest neighbour ions

We also assume that the dodecahedral ion A behaves as a perfectly ionic species in the crystal structure, whose only role is that of charge compensation, i.e. that there is no A-O covalent interaction. For alkali or alkali-earth cations the above assumption is justified.

The representative matrix \(H_{\text{eff}}\) in the above assumptions is block-diagonal in three subsets of AOs, each belonging to one of the three coordinate planes \(xz\), \(yz\) and \(xy\), and comprising one M-\(d(t_{2g})\) and two O-2p(\(\pi\)) AOs, the same set of AOs as displayed in Fig. 2a. Let us consider one of the three degenerate sets, say the one in the \(xz\) plane.

The TB solution for the periodic system is obtained first by constructing the Bloch functions \(\psi_{i}(k)\) relative to each AO \(\chi_{i}\) in the basis for the representation of the TB Hamiltonian (three in our case), and then constructing the representative matrix \(H_{\text{eff}}(k)\) in the basis of the Bloch functions \(\psi(k)\). The solution is factorised for each point of reciprocal space, \(k\). Following Bloch’s theorem we have:

\[\psi_{i}(k) = e^{i\mathbf{R} \cdot \mathbf{r}_{i}} \chi_{i}\]
\[ \psi_i(k) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \chi_i(r) e^{i(kr)} \]  

and

\[
\begin{pmatrix}
\Psi_d
\
\Psi_{px}
\
\Psi_{pz}
\end{pmatrix} = 
\begin{pmatrix}
H_{dd}^{\text{eff}} & H_{dx}^{\text{eff}} & H_{dz}^{\text{eff}} \\
H_{dx}^{\text{eff}} & H_{xx}^{\text{eff}} & H_{xz}^{\text{eff}} \\
H_{dz}^{\text{eff}} & H_{xz}^{\text{eff}} & H_{zz}^{\text{eff}}
\end{pmatrix}
\begin{pmatrix}
\Psi_d
\
\Psi_{px}
\
\Psi_{pz}
\end{pmatrix} = 0
\]

The spectrum of one electron energy levels of the system, at each \( k \) point, is now obtained by solving the secular equation

\[ (H^{\text{eff}}(k) - ES) = 0 \]  

For the set of frontier AOs of a cubic perovskite, using the TB parameters and the assumptions defined above, the secular equation takes the form

\[
\begin{vmatrix}
\alpha_d - e & -2i\beta s_z & -2i\beta s_x \\
-2i\beta s_x & \alpha_p - e & 4\gamma s_x s_z \\
-2i\beta s_z & 4\gamma s_x s_z & \alpha_p - e
\end{vmatrix} = 0; \text{ where } s_x = \sin(k_x) \text{ and } s_z = \sin(k_z).
\]

Let us examine the solution in the high-symmetry positions of reciprocal space.

1. Origin of reciprocal space \( \Gamma=0,0,0 \)
   In \( \Gamma \) we have \( s_x=s_z=0 \); the TB Hamiltonian is diagonal in the AO basis set, and the solutions coincide with the pure O-2p(\( \pi \)) and M-d(t_2g) ionic orbitals, of energy \( \alpha_d \) and \( \alpha_p \). No M-O covalence is present in \( \Gamma \), and the M-O interaction in the crystal structure occurs via their ionic charge only. The splitting of levels, \( \Delta \alpha=\alpha_d-\alpha_p \), is due only to the crystal (Coulomb) field. The transition metal ion has two equidistant oxygen neighbours in each coordinate direction (x,y,z); similarly, each oxygen is exactly half way between its two nearest M ions. The bonding contributions from the two neighbours in the Bloch function \( \psi(k=0) \) have opposite sign (+\( \beta \) and -\( \beta \)) and cancel reciprocally: covalence is symmetry forbidden. The same symmetry constraint applies whenever the local environment of M and O ions has the same symmetry features described here.

2. \( \Gamma(0,0,0)-X(1/2,0,0) \) direction of reciprocal space (k in units of \( \pi/2a \))
   The solution along the \( \Gamma-X \) direction of reciprocal space is characterised by \( s_z=0 \), but \( s_x \neq 0 \); the Hamiltonian matrix is block diagonal in the 2p AO of the oxygen ion along z, while the M-d and O-2p AO on the oxygen along the x direction hybridise into a combination of bonding and antibonding character. A straightforward solution of Eq. (4) in X(1/2,0,0) yields
The solution depends only on the parameters $\alpha$ and $\beta$ and not on the oxygen-oxygen interaction $\gamma$. The crystalline orbitals in the X point of reciprocal space have M-O bonding character in the valence band, and M-O antibonding character in the conduction band. The $\Gamma$-X valence band width, i.e. the energy effectiveness of covalence, equals $4\beta^2/\Delta\alpha$. For symmetry constraints a set of levels is non $k$-dependent and M-O non-bonding along the whole $\Gamma$-X direction of reciprocal space; they have been called superdegenerate in the literature [84]. Superdegenerate levels comprise the O-2p AO that is block-diagonal in the secular equation, as described above, and all three AOs in the $yz$ plane, whose solution is orthogonal to the $k_x$ component of the $k$ vector.

Simple algebra also shows that the admixing of M-d and O-2p in the bonding/antibonding levels is proportional to $\beta/\Delta\alpha$; the latter is therefore an effective measure of covalence in the solid.

3. $X(1/2,0,0)$-$M(1/2,0,1/2)$ direction of reciprocal space

The oxygen-oxygen interaction parameter $\gamma$ enters the TB solution only when two components of the $k$ vector differ from zero. The energy levels in $M$ can be obtained by solving the third order equation

$$
(\alpha_d - e) (\alpha_p - e)^2 - 8\beta^2 (\alpha_p - e) + 32\beta^2 \gamma = 0
$$

Assuming first that the oxygen-oxygen interaction is negligible ($\gamma=0$), the energy levels are

$$
\begin{align*}
e_1 &= \alpha_p \\
e_2 &= \alpha_p - \frac{8\beta^2}{\Delta\alpha} \\
e_3 &= \alpha_d + \frac{8\beta^2}{\Delta\alpha}
\end{align*}
$$

i.e. one of the energy solutions of the secular equation is still superdegenerate and coincides with one of the unperturbed ionic O-2p energy levels. The other two solutions are again bonding and antibonding admixings of the O-2p and M-d AOs; the extent of hybridisation and the energy change due to M-O covalent interactions at $M$ are twice as large as in the X point of reciprocal space. The O-O interaction, if different from zero, resolves the superdegeneration along the X-M direction. In particular, O-O repulsion will cause a destabilisation of the O-2p levels at the top of the valence band.

It is clear from the analysis above that the TB parameters can be attributed a straightforward physical meaning: $\alpha_p$ and $\alpha_d$ represent the energy levels in a purely ionic solution. In the crystal lattice, the values of $\alpha_p$ and $\alpha_d$ are shifted by the Madelung field, which is proportional to the net ionic charges. The value of $\Delta\alpha=\alpha_d-\alpha_p$ is therefore associated with the degree of
Ionicity in the solid. The energy effectiveness of covalence scales as $\beta^2/\Delta\alpha$, while the hybridisation of AOs is proportional to $\beta/\Delta\alpha$; the latter parameter represents the covalence in the solid. We also notice that covalence (proportional to $1/\Delta\alpha$) and ionicity (proportional to $\Delta\alpha$) are complementary: the greater the ionicity of the solid, the higher the splitting of energy levels due to the crystal field, and the lower the importance of covalence.

Having available a calculated band structure for a cubic perovskite, which can be achieved, for instance, by means of a periodic DFT calculation, the interactions introduced above can be easily factorised: the value of the ionicity parameter $\Delta\alpha$ can be derived from the eigenvalue spectrum at $\Gamma$; the $k$-dependence of the band structure along $\Gamma$-$X$ is a function only of $\beta^2/\Delta\alpha$ and used to calculate $\beta$.

In fact, the TB solution can be made to correspond very closely to the ab initio reference; in Fig. 3 we compare the B3LYP band structure for WO$_3$ with that obtained with a self-consistent TB scheme [85, 86]. In addition to the parameters $\alpha$-$\gamma$, the TB calculation employed for generating the band structure of Fig. 3 included crystal-field splitting terms, which however do not modify the M-O hybridisation pattern.

Let us now examine the electronic rearrangement that accompanies a displacement of M towards one of its nearest oxygens; we have chosen the oxygen in the $+z$ direction. The TB parameters for the distorted structure are shown in Fig. 2b; we call $\zeta$ the displacement of M; $\beta(1+\delta)$ and $\beta(1-\delta)$ the M-O interaction parameters with the two oxygens along the $z$ direction. In first approximation $\delta$ is linear in $\zeta$ [84].
The M off-centring removes the symmetry constraint described earlier for the cubic phase. The full secular equation for the three AOs in the xz plane becomes

\[
\begin{vmatrix}
\alpha_d - e & (-2i\beta s_x + 2\beta \delta c_z)e^{-ik_c \xi_a} & 2i\beta s_x e^{-ik_c \xi_a} \\
(2i\beta s_x + 2\beta \delta c_z)e^{-ik_c \xi_a} & \alpha_p - e & 4\gamma s_x s_z \\
-2i\beta s_x e^{-ik_c \xi_a} & 4\gamma s_x s_z & \alpha_p - e
\end{vmatrix} = 0 \tag{8}
\]

In particular, at \(\Gamma(0,0,0)\) Eq. (8) reduces to

\[
\begin{vmatrix}
\alpha_d - e & 2\beta \delta & 0 \\
2\beta \delta & \alpha_p - e & 0 \\
0 & 0 & \alpha_p - e
\end{vmatrix} = 0 \tag{9}
\]

The TB Hamiltonian at \(\Gamma\) contains off-diagonal terms in the block of M-d and O-\(2p\) AOs, which can be expressed as

\[
H_{\text{eff}} = \begin{pmatrix}
\alpha_d & 2\beta \delta & 0 \\
2\beta \delta & \alpha_p - e & 0 \\
0 & 0 & \alpha_p - e
\end{pmatrix} + 2\beta \delta \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} = H_0 + \lambda H' \tag{10}
\]

where \(\lambda = 2\beta \delta\), and \(H_0\) is the Hamiltonian for the cubic phase. The energy solutions are

\[
\begin{align*}
e_1 &= \alpha_p \\
e_2 &= \alpha_p - \frac{4\beta^2 \delta^2}{\Delta \alpha} \\
e_3 &= \alpha_d + \frac{4\beta^2 \delta^2}{\Delta \alpha}
\end{align*} \tag{11}
\]

In the distorted phase, covalence between M and its closest oxygen along the direction of displacement z is no longer symmetry forbidden. The superdegenerate (M-O non-bonding) M-d and O-2p levels of the cubic phase hybridise now into an M-O bonding level in the valence band and M-O antibonding state in the conduction band. The electronic modification in the tetragonal distortion involves therefore the formation of a new M-O bond.

As clear from Eq. (10), in a first-order perturbative treatment, the energy effectiveness of the new covalent M-O bond is proportional to \(\lambda^2\) (it equals \(4\beta^2 \delta^2 / \Delta \alpha\)), while the covalent mixing of M-d and O-2p states is proportional to \(2\beta \delta / \Delta \alpha\). The extra splitting of the superdegenerate levels due to M-O covalence (Eq. 11) is retained along the whole \(\Gamma-X\) direction of reciprocal space.

The energy effectiveness of the new M-O bond formed upon the M off-centring is proportional to \(\beta^2 / \Delta \alpha\), i.e. to the same parameter defining the band dispersion in the solution of the cubic phase; it is also proportional to \(\delta^2\) and to the extent of the distortion. The one electron energy for a perovskite containing \(d^{(0)}\) ions, in which the M-O bonding level in the valence band is filled and the M-O antibonding level in the conduction band is empty, will be stabilised in this ferroelectric distortion. The M-O short-range re-
pulsion will however limit the maximum M off-centring that is energetically stable.

It is also important to notice that the rehybridisation of the frontier $\pi$ levels causes a displacement of electronic charge from the $O_{2-}2p$ towards the M-d AOs, in the opposite direction with respect to the displacement of nuclear charge from which it originates. This electronic contribution to the polarisation scales as $\beta\delta/\Delta\alpha$ (the additional weight of the M-d AO in the occupied eigenstates of the distorted phase); it is this electronic polarisability that causes the large values of effective (Born) charges measured experimentally for ferroelectric perovskites [87].

3.2 The Ising Model of Magnetic Systems

In the case of magnetic crystals, i.e. of compounds in which one or more of the constituent ions carry a spin polarisation, one fundamental question concerns the relative stability of different spin patterns in the lattice. A ferromagnetic (FM) ordering, in which all the magnetic ions have the same spin polarisation, is of particular technological interest, as a thin film built up from an FM material would operate as a spin valve in microelectronics. In practice, the FM order will compete with other long-range arrangements, such as antiferromagnetic ones (AFM), in which the ionic spins along one or more crystallographic directions have alternate sign.

In ionic transition metal compounds, the spin population is highly localised on the cationic sites. In such a case, a commonly made assumption, when comparing different spin alignments, is that the metal-anion (M-X) bonding is the same in each magnetic phase, and that the solution is differentiated only by the spin-spin interaction, i.e. that we can write

$$E = E_0 + E_M$$

where $E_0$ is the reference energy of an hypothetic phase in which the spin-spin interaction is excluded, and $E_M$ is the spin-spin interaction characterising the magnetic phase M.

In turn $E_M$ can be expressed as a sum of pairwise interactions between nearest neighbour magnetic ions $i$ and $j$ in the structure, whose strength is proportional to a coupling constant $J_{ij}$

$$E_M = \frac{1}{2} \sum_{i \neq j} J_{ij} S_{z,i} S_{z,j}$$

where $S_{z,i}$ is the $z$ component of total spin.

The value of the coupling constant $J_{ij}$ decays rapidly on increasing the distance between ions $i$ and $j$ in the lattice, which leaves only the terms be-
 tween nearest neighbour (nn) and next-nearest neighbour (nnn) ions in the summation of Eq. (13).

The mechanism by which the two spins interact in the lattice is referred to as direct exchange when the two magnetic ions do not share a common ligand (the anion X) in the lattice, and superexchange when there is one linear (or close to linear) $M_i-X-M_j$ bridge in the crystal. We refer to the coupling constants in the two cases as $J_d$ for direct exchange, and $J_{se}$ for superexchange. The value of the coupling constants can be shown to relate directly to measurable quantities such as the disorder transition temperature, or Néel temperature ($T_N$) of the solid.

In a computational study, the values of $J_d$ and $J_{se}$ can be obtained by mapping the total energies of different long-range ordered magnetic arrangements onto an Ising spin Hamiltonian of the form

$$\hat{H}_{\text{Ising}} = \hat{H}_0 - \frac{J_d}{2} \sum_{ij} S_{z,i} S_{z,j} + \frac{J_{se}}{2} \sum_{ij} S_{z,i} S_{z,j}$$

(14)

Let us consider a rocksalt-structured oxide as an example, and examine the ferro- (FM) and two antiferromagnetic (AFM) alignments. The type-I AFM structure (AF1) consists of ferromagnetic (100) planes of alternating spin along the [100] axis, while the type-II (AF2) structure consists of ferromagnetic (111) planes of alternating spin in the [111] direction. The Miller indices and crystal directions noted above are for the conventional crystallographic cell.

The corresponding mapping equations take the form

$$E_M = E_0 - \frac{J_d S_z^2}{2} [N_{nn}(\uparrow\uparrow) - N_{nn}(\uparrow\downarrow)] + \frac{J_{se} S_z^2}{2} [N_{nnn}(\uparrow\uparrow) - N_{nnn}(\uparrow\downarrow)]$$

(15)

where $N_{nn}$ and $N_{nnn}$ are the numbers of nn and nnn parallel ($\uparrow\uparrow$) and antiparallel spins ($\uparrow\downarrow$) in the M alignment. For the three phases examined we have

$$E_{FM} = E_0 + S_z^2 [-6J_d + 3J_{se}]$$

$$E_{AF1} = E_0 + S_z^2 [2J_d + 3J_{se}]$$

$$E_{AF2} = E_0 + S_z^2 [-3J_{se}]$$

(16)

The coupling constants are then given by

$$J_d = \frac{1}{8S_z^2} [E_{AF1} - E_{FM}]$$

$$J_{se} = J_d + \frac{1}{6S_z^2} [E_{FM} - E_{AF2}]$$

(17)

in which the energies of the magnetic states are per formula unit.
3.2.1 Temperature-Induced Magnetic Disorder

Let us now consider the AF$_2$ ground state of the late rocksalt structured transition metal oxides. Within a mean field (MF) approximation for $H_{\text{Ising}}$, a statistical treatment of the magnetic ordering indicates that the mean magnetisation, $\langle \sigma \rangle$, of the cation lattice as a function of temperature (T) for the AF$_2$ phase is given by

$$\langle \sigma \rangle_{\text{AF}_2} = \tanh \left( \frac{3S_z^2 J_{se}}{k_B T} \right)$$

(18)

The Néel temperature ($T_N$) is defined as the temperature at which the mean magnetisation is completely suppressed by the thermal disorder, i.e. $\langle \sigma \rangle = 0$, which leads to

$$T_N^{\text{AF}_2}(MF) = 3S_z^2 J_{se} / k_B$$

(19)

An approximate allowance for the effect of fluctuations can be made in the usual way by reducing $T_N(MF)$ by a factor of 3/4 [88], giving

$$T_N^{\text{AF}_2} \approx 2.25S_z^2 J_{se} / k_B$$

(20)

Via Eqs. (17) and (20), $T_N$ can be related to the total energies of the FM, AF$_1$ and AF$_2$ spin alignments, and hence can be calculated as a function of the hybridisation parameter.

3.3 The Kanamori Crystal Field Hamiltonian

The energy of electronic excitations is usually expressed employing the notation of atomic spectroscopy. In the case of a d$^{(n)}$ (n≠0,10) transition metal ion in a crystalline matrix, local d→d transitions can be employed to measure its allowed energy levels, and the crystal field acting on the metal site.

Just as the magnetic state energies can be mapped onto an Ising spin Hamiltonian, so may the energies of various crystal field split states be mapped onto the Kanamori Hamiltonian [89]. For an isolated metal site in which bonding and magnetic interactions are neglected, this takes the form

$$\hat{H}_{\text{CF}} = \hat{H}_{\text{CF}}^0 + \frac{1}{2} \sum_{\gamma} \sum_{\sigma} C(1, 2) a_{\gamma_1 \sigma_1}^{\dagger} a_{\gamma_2 \sigma_2}^{\dagger} a_{\gamma_2' \sigma_2'} a_{\gamma_1' \sigma_1'}$$

(21)

in which $\gamma = \gamma_1 \gamma_2 \gamma_1' \gamma_2'$ are four AOs of the metal site, and $\sigma = \sigma_1 \sigma_2 \sigma_1' \sigma_2'$ the corresponding spins. The integrals of the two-electron interactions are

$$C(1, 2) = \left\langle \gamma_1' \sigma_1', \gamma_2' \sigma_2' \left| \frac{e^2}{r_{12}} \right| \gamma_1 \sigma_1, \gamma_2 \sigma_2 \right\rangle$$

(22)
where $\gamma$ and $\gamma'$ label the orbitals of the d-manifold, and $\sigma$ and $\sigma'$ the electron spin. The single-particle creation and annihilation operators follow the usual notation. Three distinct types of interaction can be identified:

- The intraband Coulomb terms $U = \langle \gamma \sigma, \gamma \sigma' | \gamma \sigma, \gamma \sigma' \rangle$ with $\sigma \neq \sigma'$
- The interband Coulomb terms $U' = \langle \gamma \sigma, \gamma' \sigma' | \gamma \sigma, \gamma' \sigma' \rangle$ with $\gamma \neq \gamma'$
- The interband exchange terms $J = \langle \gamma \sigma, \gamma' \sigma | \gamma' \sigma, \gamma \sigma \rangle$ with $\gamma \neq \gamma'$.

In atomic spectroscopy these terms are expressed as a function of the Racah A, B and C parameters [90], yielding $U = A + 4B + 3C$. $U'$ and J, however, are orbital dependent; for a d transition metal ion in an octahedral crystal field they are shown in the table below.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\gamma'$</th>
<th>$U'$</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_2g$</td>
<td>$t_2g$</td>
<td>$A - 2B + C$</td>
<td>$3B + C$</td>
</tr>
<tr>
<td>$e_g$</td>
<td>$e_g$</td>
<td>$A - 4B + C$</td>
<td>$4B + C$</td>
</tr>
<tr>
<td>$xy$</td>
<td>$x^2 - y^2$</td>
<td>$A + 4B + C$</td>
<td>$C$</td>
</tr>
<tr>
<td>$xy$</td>
<td>$z^2$</td>
<td>$A - 4B + C$</td>
<td>$4B + C$</td>
</tr>
<tr>
<td>$yz, xz$</td>
<td>$x^2 - y^2$</td>
<td>$A - 2B + C$</td>
<td>$3B + C$</td>
</tr>
<tr>
<td>$yz, xz$</td>
<td>$z^2$</td>
<td>$A + 2B + C$</td>
<td>$B + C$</td>
</tr>
</tbody>
</table>

The Racah A parameter is not involved in the determination of the energies of $d\rightarrow d$ excitations, and the C parameter enters only in excitations forbidden by the spin selection rule.

For the octahedrally coordinated Ni$^{2+}$ ion in NiO, the level ordering (using $U'$ and J averaged over all orbitals in the manifold) is

$$ e_g(\alpha) \leftarrow 2J - \Delta_{CF} \rightarrow t_{2g}(\alpha) \leftarrow 2J \rightarrow t_{2g}(\beta) \leftarrow U' - J + \Delta_{CF} \rightarrow e_g(\beta) $$

All orbitals up to and including $t_{2g}(\beta)$ are occupied. Spin-allowed excitations must therefore be from the $t_{2g}(\beta)$ to the $e_g(\beta)$ orbitals. Mapping the ground and spin-allowed $d\rightarrow d$ excited states onto $H_{CF}$ yields

$$ E_{e_g} = E_{CF}^0 + 28A - 50B + 21C $$
$$ E_{xy,x^2-y^2} = E_{CF}^0 + 28A - 50B + 21C + \Delta_{CF} $$
$$ E_{xy,z^2} = E_{CF}^0 + 28A - 38B + 21C + \Delta_{CF} $$
$$ E_{xz,yz,z^2,x^2-y^2} = E_{CF}^0 + 28A - 47B + 21C + 2\Delta_{CF} $$

where $\Delta_{CF}$ is the $e_g-t_{2g}$ crystal field splitting. The excitation energies derived from first principles calculations may then be equated to the differences between the states above, and in this way the Racah B parameter and crystal field splitting are obtained.
4 Results and Properties—Defect Free Systems

4.1 Computational Details and Notation

Results reported in the following sections have been obtained via periodic HF and DFT calculations employing the Crystal code, in its CRystal98 [30] and CRystal2003 [91] versions. The basis set is composed of localised atomic orbitals, expressed in a series of Gaussian type functions. All the basis sets employed are available via the online library of the code [92] and can be obtained on request from the authors. They are the best available basis sets for crystalline calculations for each element investigated, and correspond to a triple valence plus polarisation quality for most ions. All the elements are treated at the all-electron level, except for the heavy elements for which we used effective core pseudopotentials (small core for Ba and Mo, large core for W and Re). Open shell systems have been treated by a spin-unrestricted procedure; defects and excitation energies are calculated in the periodic model using a supercell expansion of the primitive unit cell.

The implementation of DFT in the CRystal code requires the specification of either an auxiliary basis of Gaussian type functions for fitting the exchange-correlation potential, or of a grid to evaluate the potential numerically. In the magnetic materials we have employed the former option, using the following even-tempered bases of Gaussian-type functions: for O, 14 s-type functions with exponents in the range 0.07–4000.0, and one p-type, one d-type and one f-type function, each with exponent 0.5; for Mn and Ni, 13 s-type functions with exponents in the range 0.1–4000.0, three p-type functions with exponents in the range 0.3–0.9, one f-type function with exponent 0.8 and three g-type functions with exponents in the range 0.45–3.3.

The numerical integration route has instead been employed for the ferroelectric perovskites and for the defects in MgO; the grid consisted of atom-centred contributions with 80 radial points covering a range of 4.0 ionic radii, and a very dense angular grid with at least 590 points. This tight tolerance has been necessary to ensure convergence in the calculated energy to well within $10^{-6}$ Hartree, as required for evaluating the energetic contribution of small structural distortions.

A Monkhorst-Pack shrinking factor of 8 (12 in case the solution converged to a metallic state) and truncation thresholds of $10^{-7}$, $10^{-7}$, $10^{-7}$, $10^{-7}$ and $10^{-14}$ for the Coulomb and exchange series [93] ensured convergence of the total energies to within 0.1 meV, while SCF convergence thresholds were set to $10^{-7}$ Hartree or smaller for both eigenvalues and total energies. These tolerances ensure high numerical accuracy in the calculations [93, 94].

In addition to determining the TB parameters, as described above, we also performed standard Mulliken population analyses of the crystalline or-
bitals, to extract net atomic charges, magnetic moments and individual orbital occupations.

Different formulations of the hybrid functionals have been used in the calculations. Here we introduce the notation employed in the following sections. In the Hartree-Fock and Kohn-Sham (DFT) theories, the one-electron Hamiltonian takes the form

\[ h_{HF} = T + V_N(R) + J + X_e = h_0 + X_e \]
\[ h_{KS} = h_0 + X_i(\rho) + C_j(\rho) \]

The symbols refer to kinetic energy (T), external (nuclear) potential (V_N), electron-electron Coulomb (J) and HF (exact) exchange (X_e) operators; exchange (X_i) and correlation (C_j) functionals. For a generic hybrid functional, the one electron Hamiltonian is defined as

\[ h_{hyb}(\alpha, \beta) = h_0 + \alpha X_e + (1-\alpha)X_i(\rho) + \beta C_j(\rho) \]

\( \alpha \) and \( \beta \) are arbitrary mixing parameters that can be chosen in such a way as to optimise the correspondence of the calculated properties to one or more experimental observables. In this notation, \( h_{HF} = h_{hyb}(1,0) \); \( h_{KS} = h_{hyb}(0,1) \). We also define as correlated (U)HF limit the case of \( h_{hyb}(1,1) \). A proper hybrid functional is achieved when \( 0 < \alpha < 1 \), and \( \beta \leq 1 \).

We have examined the properties of \( h_{hyb}(\alpha,1) \) within the full range \( 0 \leq \alpha \leq 1 \), based on different exchange and correlation functionals, \( X_i(\rho) \) and \( C_j(\rho) \). In principle, there are no restrictions on which formulation of \( X_i(\rho) \) and \( C_j(\rho) \) should be used, and an interesting strategy, first proposed by Becke [26], is to combine different exchange and correlation functionals in a single formulation. Thus, his ’B3LYP’ combination is based on

\[ X_i(\rho) = X_{LSDA}(\rho) + 0.9\Delta X_{BS}(\rho); C_j(\rho) = 0.81C_{LYP}(\rho) + 0.19C_{VWN}(\rho) \]

Clearly, the possible number of combinations of \( X_i \) and \( C_j \) is large, and, for the most part, an exhaustive examination is impracticable. In this chapter we have confined our attention to a limited set of combinations, namely BLYP [13, 14], PW [16, 17], and B3LYP [26]. The shorthand notation \( F_\alpha-XC \) will indicate an hybrid functional with a fraction \( \alpha \) of HF exchange, used in conjunction with the XC exchange and correlation functionals. So, for instance \( F_{0.6}-PW \) and \( F_{0.3}-B3LYP \) will correspond to

\[ F_{0.6} - PW = h_0 + 0.6X_e + 0.4X_{PW} + C_{PW} \]
\[ F_{0.3} - B3LYP = h_0 + 0.3X_e + 0.7(X_{LDSA} + 0.9\Delta X_{BS}) + (0.81C_{LYP} + 0.19C_{VWN}) \]

We finally refer to a F-XC scheme or series to indicate a series of calculations with the hybrid \( F_\alpha-XC \) functional, in which \( \alpha \) spans the entire range \( 0 \leq \alpha \leq 1 \).
4.2 Ferroelectric Perovskites and Polarisation Properties

A recent review of published ab initio calculations on ferroelectric perovskites can be found in [87]. Here we shall employ this well understood class of materials to highlight how varying the formulation of the hybrid functional modifies the features of the calculated electronic density, and how this affects other structural and electronic properties. All the calculations described in this section have been performed within the F-BLYP scheme.

4.2.1 Cubic Phase

We start the description of ferroelectric perovskites by commenting on the results obtained for the cubic phase. We have examined a set of 13 different compositions AMO₃, all of which have been optimised using a set of 10 Hamiltonians. These include the hybrid F-BLYP series, in which the mixing parameter \( \alpha \) is varied from 0.0 to 1.0 in steps of 0.2, and standard Hamiltonians used as reference. The latter are HF, LDA, PW, and B3LYP in its molecular formulation.

The cubic perovskite phase is an ideal polymorph, that we employ in this section only to describe the trends in the calculated properties with hybrid functionals on changing the mixing parameter. Comparison with experiment will be performed later. Here we shall consider separately the structural and electronic properties of the materials.

4.2.1.1 Structural Properties

For each combination of chemical composition and Hamiltonian, we have run a series of calculations with different values of the lattice parameter \( a \). Fitting of the calculated energy curve as a function of the volume with the Birch-Murnaghan equation of state [95, 96] yields the equilibrium lattice parameter \( a₀ \) and bulk modulus \( K₀ \) reported in Table 1. The variation of \( a₀ \) for a selection of materials is shown in Fig. 4. We observe clear trends: \( a₀ \) increases systematically on increasing the mixing parameter \( \alpha \) within the F-BLYP series, and has a variation of approximately 3% in the series 0 ≤ \( \alpha \) ≤ 1. The change \( \partial a₀/\partial \alpha \) is steeper for low values of \( \alpha \), and less pronounced for \( \alpha \to 1 \). The bulk modulus \( K₀ \), instead, increases with increasing \( \alpha \), with a change for most materials of ~80% between \( \alpha=0 \) and \( \alpha=1 \), but as large as 150% in MoO₃. The change \( \partial K₀/\partial \alpha \) is larger for \( \alpha \to 1 \), and smaller for \( \alpha \to 0 \). Increasing the percentage of HF exchange in the functional, therefore, makes the structure more compact and harder, and we may expect this feature to influence the behaviour of the material towards structural distortions.
<table>
<thead>
<tr>
<th>Compos.</th>
<th>LDA</th>
<th>PW</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>a=0.2</th>
<th>a=0.4</th>
<th>a=0.6</th>
<th>a=0.8</th>
<th>a=1.0</th>
<th>HF</th>
</tr>
</thead>
<tbody>
<tr>
<td>K0</td>
<td>181.7</td>
<td>161.3</td>
<td>151.7</td>
<td>166.3</td>
<td>165.2</td>
<td>177.9</td>
<td>190.1</td>
<td>202.7</td>
<td>214.7</td>
<td>182.9</td>
</tr>
<tr>
<td>K0</td>
<td>213.8</td>
<td>187.2</td>
<td>175.8</td>
<td>194.6</td>
<td>193.0</td>
<td>208.9</td>
<td>223.2</td>
<td>236.5</td>
<td>248.5</td>
<td>218.0</td>
</tr>
<tr>
<td>K0</td>
<td>207.7</td>
<td>176.8</td>
<td>163.3</td>
<td>185.0</td>
<td>183.2</td>
<td>201.1</td>
<td>217.2</td>
<td>232.0</td>
<td>245.6</td>
<td>212.3</td>
</tr>
<tr>
<td>K0</td>
<td>204.7</td>
<td>177.8</td>
<td>162.5</td>
<td>181.6</td>
<td>179.8</td>
<td>195.4</td>
<td>209.7</td>
<td>222.9</td>
<td>235.0</td>
<td>203.9</td>
</tr>
<tr>
<td>K0</td>
<td>187.8</td>
<td>167.4</td>
<td>157.9</td>
<td>170.1</td>
<td>168.9</td>
<td>178.9</td>
<td>181.7</td>
<td>196.7</td>
<td>205.0</td>
<td>181.4</td>
</tr>
<tr>
<td>K0</td>
<td>179.4</td>
<td>157.3</td>
<td>147.5</td>
<td>161.4</td>
<td>160.1</td>
<td>171.7</td>
<td>182.0</td>
<td>191.9</td>
<td>201.1</td>
<td>176.1</td>
</tr>
<tr>
<td>K0</td>
<td>189.3</td>
<td>166.0</td>
<td>154.6</td>
<td>166.9</td>
<td>165.5</td>
<td>175.4</td>
<td>184.8</td>
<td>193.5</td>
<td>201.7</td>
<td>176.5</td>
</tr>
<tr>
<td>K0</td>
<td>203.7</td>
<td>178.0</td>
<td>168.3</td>
<td>182.2</td>
<td>186.6</td>
<td>205.4</td>
<td>222.9</td>
<td>238.7</td>
<td>251.5</td>
<td>226.7</td>
</tr>
<tr>
<td>K0</td>
<td>197.4</td>
<td>172.1</td>
<td>158.9</td>
<td>182.5</td>
<td>181.0</td>
<td>200.5</td>
<td>218.8</td>
<td>235.6</td>
<td>251.0</td>
<td>221.5</td>
</tr>
<tr>
<td>K0</td>
<td>144.7</td>
<td>146.4</td>
<td>155.4</td>
<td>156.6</td>
<td>156.8</td>
<td>164.8</td>
<td>176.0</td>
<td>187.7</td>
<td>208.5</td>
<td>189.8</td>
</tr>
<tr>
<td>K0</td>
<td>230.3</td>
<td>195.0</td>
<td>195.7</td>
<td>220.9</td>
<td>219.3</td>
<td>248.0</td>
<td>290.8</td>
<td>342.0</td>
<td>490</td>
<td>396</td>
</tr>
<tr>
<td>K0</td>
<td>184.8</td>
<td>183.5</td>
<td>257.0</td>
<td>186.1</td>
<td>186.6</td>
<td>194.9</td>
<td>207.8</td>
<td>225.3</td>
<td>250.7</td>
<td>274.3</td>
</tr>
<tr>
<td>K0</td>
<td>172.6</td>
<td>167.4</td>
<td>164.1</td>
<td>172.4</td>
<td>172.2</td>
<td>193.2</td>
<td>217.5</td>
<td>249.3</td>
<td>275.2</td>
<td>259.6</td>
</tr>
</tbody>
</table>
4.2.1.2 Electronic Properties

We analyse how the electronic properties of perovskite-structured materials change as a function of the mixing parameter $\alpha$ by making use of the model TB Hamiltonian, as detailed earlier. In particular, we examine the calculated band-structure of the materials along the $\Gamma$-X direction of reciprocal space, from which we can evaluate the effective parameters $D_a$ and $b$.

The band structure of cubic KNbO$_3$ along the $\Gamma$-X direction, calculated using the ten Hamiltonians described above, is reported in Fig. 5. We notice...
that the shape of the bands is very similar in each case, which is a strong indication that the Nb-O bonding is qualitatively similar. There are, however, important quantitative differences; the most clearly noticeable is the amplitude of the band gap ($\Delta \alpha$ in the TB notation), that increases on increasing the amount of HF exchange in the hybrid functional. Band-widths also change; as we have seen above, this feature is an indication of how effective the Nb-O covalent interactions are in the solid.

For each material reported in Table 1, and for each Hamiltonian, we have calculated the band structure in the equilibrium geometry; for KNbO$_3$ we have also repeated the calculation at a common structure with $a=4.03$ Å for all the Hamiltonians. Following the description given earlier, from the ab initio band structure we have calculated the following TB parameters:

- $\Delta \alpha$ as the direct band gap in $\Gamma$
- $\beta^2/\Delta \alpha$ from the dispersion of the valence band $\pi$ M-O bonding level along the $\Gamma$-X segment
- $\beta$ and $\beta/\Delta \alpha$ as combination of the two parameters above

The values of the TB parameters that reproduce the ab initio band structure are reported in Table 2 for a subset of materials; the others show the same behaviour. The variation of $\Delta \alpha$ and $\beta/\Delta \alpha$ as a function of the mixing parameter of the hybrid functional is also depicted in Fig. 6. Trends are again very clear: on increasing the fraction of HF exchange, the band gap $\Delta \alpha$ increases (the change is higher at the HF end of the series); this feature makes the material more ionic. The parameter $\beta/\Delta \alpha$, that is the TB definition of covalence in the materials, decreases systematically on moving from the pure DFT to the HF end of the series.

To confirm the above results, in Fig. 7 we show a series of difference electron density plots $\Delta(\rho)=\rho(H_i)-\rho(HF)$, taking the HF solution as reference. The plots refer to KNbO$_3$ at the common lattice parameter of $a=4.03$ Å, and
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**Fig. 6** Value of the TB parameters $\Delta \alpha$ (open symbols) and $\beta/\Delta \alpha$ (filled symbols) that reproduce the ab initio band structure in the F-BLYP series, as a function of the mixing parameter $\alpha$
Table 2 Value of the TB parameters that reproduce the ab-initio band structure in the hybrid F-BLYP series

<table>
<thead>
<tr>
<th>Compos.</th>
<th>Param.</th>
<th>LDA</th>
<th>PW</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>(\alpha=0.2)</th>
<th>(\alpha=0.4)</th>
<th>(\alpha=0.6)</th>
<th>(\alpha=0.8)</th>
<th>(\alpha=1.0)</th>
<th>HF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrTiO(_3)</td>
<td>(\Delta\alpha)</td>
<td>0.0975</td>
<td>0.0977</td>
<td>0.0961</td>
<td>0.1576</td>
<td>0.1574</td>
<td>0.2272</td>
<td>0.3038</td>
<td>0.3858</td>
<td>0.4734</td>
<td>0.4690</td>
</tr>
<tr>
<td></td>
<td>(\beta/\Delta\alpha)</td>
<td>0.0200</td>
<td>0.0179</td>
<td>0.0168</td>
<td>0.0195</td>
<td>0.0194</td>
<td>0.0213</td>
<td>0.0229</td>
<td>0.0245</td>
<td>0.0252</td>
<td>0.0235</td>
</tr>
<tr>
<td></td>
<td>(\beta)</td>
<td>0.0442</td>
<td>0.0419</td>
<td>0.0402</td>
<td>0.0554</td>
<td>0.0552</td>
<td>0.0696</td>
<td>0.0835</td>
<td>0.0966</td>
<td>0.1092</td>
<td>0.1051</td>
</tr>
<tr>
<td></td>
<td>(\beta/\Delta\alpha)</td>
<td>0.4531</td>
<td>0.4286</td>
<td>0.4184</td>
<td>0.3518</td>
<td>0.3507</td>
<td>0.3065</td>
<td>0.2749</td>
<td>0.2504</td>
<td>0.2306</td>
<td>0.2241</td>
</tr>
<tr>
<td>BaTiO(_3)</td>
<td>(\Delta\alpha)</td>
<td>0.0795</td>
<td>0.0821</td>
<td>0.0814</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.2055</td>
<td>0.2783</td>
<td>0.3564</td>
<td>0.4386</td>
<td>0.4383</td>
</tr>
<tr>
<td></td>
<td>(\beta^2/\Delta\alpha)</td>
<td>0.0167</td>
<td>0.0153</td>
<td>0.0144</td>
<td>0.0166</td>
<td>0.0165</td>
<td>0.0181</td>
<td>0.0193</td>
<td>0.0202</td>
<td>0.0207</td>
<td>0.0198</td>
</tr>
<tr>
<td></td>
<td>(\beta)</td>
<td>0.0365</td>
<td>0.0355</td>
<td>0.0343</td>
<td>0.0481</td>
<td>0.0480</td>
<td>0.0610</td>
<td>0.0732</td>
<td>0.0847</td>
<td>0.0953</td>
<td>0.0931</td>
</tr>
<tr>
<td></td>
<td>(\beta/\Delta\alpha)</td>
<td>0.4585</td>
<td>0.4320</td>
<td>0.4210</td>
<td>0.3446</td>
<td>0.3436</td>
<td>0.2968</td>
<td>0.2632</td>
<td>0.2378</td>
<td>0.2174</td>
<td>0.2124</td>
</tr>
<tr>
<td>KNbO(_3)</td>
<td>(\alpha=4.03)</td>
<td>0.0683</td>
<td>0.0704</td>
<td>0.0720</td>
<td>0.1210</td>
<td>0.1212</td>
<td>0.1783</td>
<td>0.2419</td>
<td>0.3112</td>
<td>0.3854</td>
<td>0.3879</td>
</tr>
<tr>
<td></td>
<td>(\beta^2/\Delta\alpha)</td>
<td>0.0192</td>
<td>0.0188</td>
<td>0.0185</td>
<td>0.0205</td>
<td>0.0204</td>
<td>0.0219</td>
<td>0.0230</td>
<td>0.0238</td>
<td>0.0243</td>
<td>0.0243</td>
</tr>
<tr>
<td></td>
<td>(\beta)</td>
<td>0.0362</td>
<td>0.0364</td>
<td>0.0365</td>
<td>0.0498</td>
<td>0.0498</td>
<td>0.0625</td>
<td>0.0745</td>
<td>0.0860</td>
<td>0.0968</td>
<td>0.0970</td>
</tr>
<tr>
<td></td>
<td>(\beta/\Delta\alpha)</td>
<td>0.5303</td>
<td>0.5167</td>
<td>0.5069</td>
<td>0.4111</td>
<td>0.4105</td>
<td>0.3503</td>
<td>0.3081</td>
<td>0.2763</td>
<td>0.2512</td>
<td>0.2502</td>
</tr>
<tr>
<td>KNbO(_3)</td>
<td>(\alpha=4.03)</td>
<td>0.0698</td>
<td>0.0692</td>
<td>0.0690</td>
<td>0.1193</td>
<td>0.1192</td>
<td>0.1784</td>
<td>0.2445</td>
<td>0.3175</td>
<td>0.3949</td>
<td>0.3894</td>
</tr>
<tr>
<td></td>
<td>(\beta^2/\Delta\alpha)</td>
<td>0.0200</td>
<td>0.0181</td>
<td>0.0171</td>
<td>0.0199</td>
<td>0.0198</td>
<td>0.0219</td>
<td>0.0237</td>
<td>0.0252</td>
<td>0.0262</td>
<td>0.0248</td>
</tr>
<tr>
<td></td>
<td>(\beta)</td>
<td>0.0371</td>
<td>0.0354</td>
<td>0.0343</td>
<td>0.0488</td>
<td>0.0486</td>
<td>0.0625</td>
<td>0.0761</td>
<td>0.0894</td>
<td>0.1017</td>
<td>0.0982</td>
</tr>
<tr>
<td></td>
<td>(\beta/\Delta\alpha)</td>
<td>0.5383</td>
<td>0.5117</td>
<td>0.4974</td>
<td>0.4087</td>
<td>0.4076</td>
<td>0.3505</td>
<td>0.3114</td>
<td>0.2817</td>
<td>0.2575</td>
<td>0.2521</td>
</tr>
<tr>
<td>MoO(_3)</td>
<td>(\alpha=4.03)</td>
<td>0.0317</td>
<td>0.0314</td>
<td>0.0316</td>
<td>0.0664</td>
<td>0.0663</td>
<td>0.1126</td>
<td>0.1690</td>
<td>0.2315</td>
<td>0.3026</td>
<td>0.2994</td>
</tr>
<tr>
<td></td>
<td>(\beta^2/\Delta\alpha)</td>
<td>0.0256</td>
<td>0.0239</td>
<td>0.0229</td>
<td>0.0273</td>
<td>0.0272</td>
<td>0.0306</td>
<td>0.0330</td>
<td>0.0343</td>
<td>0.0354</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>(\beta)</td>
<td>0.0285</td>
<td>0.0274</td>
<td>0.0269</td>
<td>0.0426</td>
<td>0.0424</td>
<td>0.0587</td>
<td>0.0747</td>
<td>0.0892</td>
<td>0.1035</td>
<td>0.1023</td>
</tr>
<tr>
<td></td>
<td>(\beta/\Delta\alpha)</td>
<td>0.8988</td>
<td>0.8726</td>
<td>0.8509</td>
<td>0.6417</td>
<td>0.6403</td>
<td>0.5215</td>
<td>0.4420</td>
<td>0.3851</td>
<td>0.3420</td>
<td>0.3417</td>
</tr>
</tbody>
</table>
are drawn in a plane containing Nb in the centre, and four of its six nearest neighbour oxygens. In a purely ionic description (as for the solution at the Γ point of reciprocal space), all the valence electrons would be located in O-2p levels, with empty Nb-4d levels. The more electrons populate the Nb-4d states, the more the solution is covalent. Figure 7 confirms the trend of $b/D_a$ described earlier: on decreasing the fraction of HF exchange in the hybrid functional, the Nb-4d population increases, and is maximum for the pure DFT (no HF exchange) solution. Within the same fraction of HF exchange, variations due to a different correlation or type of DFT exchange functional are much smaller; results for B3LYP and F0.2-BLYP, F1.0-BLYP and HF are indistinguishable; among the pure DFT functionals examined, the difference between LDA, PW and BLYP ($\equiv F_0$-BLYP) are much smaller than those caused by a change in the fraction of HF exchange.

The trends in the structural properties described earlier can be rationalised in terms of the electronic structure: the higher electronic polarisabil-
ity for low values of the mixing parameter contributes to decreasing the bulk modulus, while the increased ionicity obtained on increasing the mixing parameter makes the materials harder.

Results reported in Table 2 and Fig. 6 can also be effectively employed to compare the behaviour of perovskite materials with different composition. Independently of the Hamiltonian employed in the calculations, we notice that on increasing the formal charge of the octahedral ion M, the band gap $\Delta\alpha$ decreases, while the covalence parameter $\beta/\Delta\alpha$ increases. The highest electronic polarisability is given by the $M^{6+}O_3$ oxides (MoO$_3$), followed by $A^+M^{5+}O_3$ (KNbO$_3$), while $A^{2+}M^{4+}O_3$ (BaTiO$_3$) is more ionic and has the lowest electronic polarisability. It is also of interest to notice that BaTiO$_3$ and SrTiO$_3$ show small differences, due to the different equilibrium lattice spacing and hence Ti-O distance, but results are indicative that the Ti-O interaction has the same qualitative and quantitative features in both materials. A more complete comparison of different perovskites, although limited to the HF solution, can be found in [73]. The similar behaviour of Ti in different ATiO$_3$ perovskites is confirmed by calculations of its effective (Born) charge $Z^*_{Ti}$, which embodies the electronic rearrangement upon structural distortions; $Z^*_{Ti}$ shows only minor variations in Ca, Sr, Ba and Pb-containing perovskites [97].

Different degrees of ionicity can modify the value of the calculated equilibrium lattice parameter. In a very ionic solid, such as MgO (added in Table 1 for comparison) or BaTiO$_3$ and SrTiO$_3$ in the perovskite-structured compounds, the calculated net charges with different Hamiltonians are very similar; within this class of compounds, the LDA lattice parameter is the smallest, and HF the largest [98]. In partially covalent materials, instead, the different Hamiltonians yield noticeably different net charges, which modify the Madelung field in the solid. In this situation, the highly ionic HF solution generates a much higher Madelung field, which is an important contribution to the bonding in the solid, and contracts the equilibrium structure. The HF lattice parameter $a_0$ for the most covalent transition metal oxides reported in Table 1 is always smaller than the LDA value of $a_0$. In Fig. 8 we
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**Fig. 8** Relative value of the optimised lattice parameter $a_0$ for different cubic perovskites with respect to the HF solution, within the F-BLYP scheme
report the difference $\Delta a_0 = a_0(\text{H}_\text{i}) - a_0(\text{HF})$: on increasing the covalence of the solution, the relative value of the DFT equilibrium lattice parameter compared to the HF is shifted to higher values. We have in fact $\Delta a_0(\text{MoO}_3) > \Delta a_0(\text{KNbO}_3) > \Delta a_0(\text{Ba,SrTiO}_3)$. This feature of transition metal oxides, therefore, challenges a commonly accepted belief, relating to the overestimation of the lattice parameter with HF calculations, which is based on earlier studies of main group elements [98].

4.2.2

Pseudocubic Phase

We now examine results concerning ferroelectric-like (FE) distortions in a pseudocubic perovskite phase, in which the oxygen sublattice is kept fixed in its undistorted cubic coordinates, and only the transition metal ion M displaced within its octahedron. The pseudocubic is another idealised phase, for which no direct comparison with experiment can be made, but it enables us to compare different functionals in describing structural distortions. For each combination of composition and Hamiltonian reported in Table 3, we examined an FE distortion, in which the M ion is displaced along the [001] direction. Each phase is based on the equilibrium lattice parameter for the cubic phase (Table 1). This idealised distortion makes reference to the tetragonal phase of FE materials such as BaTiO$_3$ and KNbO$_3$ [99].

In Table 3 we report the equilibrium displacement $\Delta M$ of M from its cubic position, and the energy associated with the distortion, $E_0$.

We first compare the results yielded by different Hamiltonians. The distortion profile of Nb along the FE [001] direction in KNbO$_3$, calculated with all ten Hamiltonians under investigation, is shown in Fig. 9. In each case, we

![Fig. 9](image-url) Energy profile for a pseudocubic FE [001] distortion of Nb in KNbO$_3$. The right side of the diagram (z>0) reports results for the F-BLYP series; the left side (z<0) the results for standard DFT functionals and for HF.
### Table 3

Equilibrium displacement $\Delta M$ (Å) of the M ion in its octahedron in pseudocubic [001] FE distortion, and energy gain $E$ (Hartree per formula unit) for different Hamiltonians. $\alpha$ reports the mixing parameter in the hybrid F-BLYP functionals.

<table>
<thead>
<tr>
<th>Compos.</th>
<th>LDA</th>
<th>PW</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>$\alpha=0.2$</th>
<th>$\alpha=0.4$</th>
<th>$\alpha=0.6$</th>
<th>$\alpha=0.8$</th>
<th>$\alpha=1.0$</th>
<th>HF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrTiO$_3$</td>
<td>$\Delta M$</td>
<td>0</td>
<td>0.0002</td>
<td>0.0023</td>
<td>0.0081</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$E$</td>
<td>0</td>
<td>6E$-11$</td>
<td>3E$-11$</td>
<td>1.5E$-7$</td>
<td>1.5E$-6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BaTiO$_3$</td>
<td>$\Delta M$</td>
<td>0</td>
<td>0.0007</td>
<td>0.0312</td>
<td>0.0411</td>
<td>0</td>
<td>0</td>
<td>0.0055</td>
<td>0.0054</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$E$</td>
<td>0</td>
<td>2E$-8$</td>
<td>2.3E$-6$</td>
<td>5.9E$-6$</td>
<td>7.2E$-6$</td>
<td>0</td>
<td>1.2E$-6$</td>
<td>2.2E$-6$</td>
<td>0</td>
</tr>
<tr>
<td>SrZrO$_3$</td>
<td>$\Delta M$</td>
<td>0</td>
<td>0</td>
<td>0.00112</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$E$</td>
<td>0</td>
<td>0</td>
<td>1.6E$-7$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>KNbO$_3$</td>
<td>$\Delta M$</td>
<td>0.084</td>
<td>0.135</td>
<td>0.137</td>
<td>0.150</td>
<td>0.143</td>
<td>0.145</td>
<td>0.115</td>
<td>0.127</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>$E$</td>
<td>2.05E$-4$</td>
<td>1.30E$-3$</td>
<td>9.7E$-4$</td>
<td>1.60E$-3$</td>
<td>2.00E$-3$</td>
<td>1.75E$-3$</td>
<td>1.18E$-3$</td>
<td>8.65E$-4$</td>
<td>2.24E$-4$</td>
</tr>
</tbody>
</table>
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find that the distortion is characterised by a double-well profile, as expected since KNbO₃ is a prototypical FE material. The extent of the Nb displacement, and the associated energy gain, however, differ by one order of magnitude among the Hamiltonians.

Earlier we described the electronic rearrangement that accompanies the FE distortion using the model TB Hamiltonian: the Nb off-centring is accompanied by the formation of a Nb-O bond that was symmetry-forbidden in the cubic phase. The energy effectiveness of this bond scales as $\beta^2/\Delta \alpha$; on purely electronic grounds, therefore, expect a trend similar to that shown in Fig. 6 for the cubic phase. However, the bond distance between Nb and one oxygen becomes shorter during the distortion, giving rise to short-range repulsion that opposes the Nb off-centring. The equilibrium value of the Nb displacement is a compromise between the gain in one-electron energy, and the loss due to short-range repulsion.

The LDA Hamiltonian, despite having the largest value of $\beta/\Delta \alpha$ (i.e. highest Nb-O covalence) among the Hamiltonians examined, yields the smallest distortion, indicative of a very high short-range repulsion in the equilibrium structure of the cubic phase (the small LDA lattice parameter is consistent with this finding). As a result, the ability of the LDA functional to yield structural distortions is underestimated, compared to all the other Hamiltonians. In absolute terms, this feature is already known from the literature [75]: at the calculated lattice parameter for the cubic phase, LDA is unable to predict a stable FE phase for BaTiO₃.

In the Fₓ-BLYP series, the distortion shows a maximum around a value of the mixing parameter $x=0.2$, and decreases on both sides; F₀.²-BLYP and B3LYP are the functionals that give maximum values of $\Delta M$ and $E_0$. Surprisingly, given the different features of the M-O bonding, HF, PW and BLYP calculations yield an almost identical energy profile. We observed a similar trend in BaTiO₃ and SrTiO₃, although the energy gained in the distortion is much smaller in the titanates, consistently with the larger band gap and lower $\beta/\Delta \alpha$ parameter compared to KNbO₃.

To investigate further the distortion, in Fig. 10 we report the maximum distortion energy $E_0$ for the pseudocubic FE [001] distortion of BaTiO₃ and KNbO₃, within the F-BLYP series. In both cases, the curves display two distinct maxima, the first for mixing parameter $x=0.2$, and the second at higher values of $x$, indicative of two different mechanisms operating in the distortion. To explain this result we make use of Figs. 6 ($\beta/\Delta \alpha$), 7 ($\Delta \rho$) and 8 ($\Delta \delta$). The equilibrium position, as we have already stated, is achieved as a compromise between short-range repulsion and energy gain due to covalence. The trend in $\beta/\Delta \alpha$ shown in Fig. 6 indicates that the “covalent driving force” is highest at the pure DFT end of the hybrid series, and decreases on increasing the component of HF exchange. At the same time, by increasing the ionicity of the material, inclusion of HF exchange in the hybrid functional depopulates the M-d AOs (see Fig. 7), reducing the effective size of the M
ion. This contraction effect reduces the M-O short-range repulsion, allowing a larger displacement of M in its octahedron, and hence also causing an increase of the energy gain $E_0$. At low values of the mixing parameter the decreased repulsion prevails, and the values of $\Delta_{M}$ and $E_0$ increase on passing from $\alpha=0$ to $\alpha=0.2$. On further increasing the mixing parameter, a third structural component comes into play: the equilibrium lattice parameter $a_0$ shrinks on increasing $\alpha$, reducing the M-O spacing. Since $a_0$ is due to A-O and O-O contacts, as well as M-O, the contraction of $a_0$ is largely complementary to the depopulation of the M-d AOs. When the octahedral “cage” formed by the six nearest neighbour oxygens around M contracts, it leaves less space available for the M off-centring. With the decrease in M-O covalence, the new M-O bond ceases to be the driving force for the distortion, leaving place to a “rattling” mechanism, in which a highly ionic but smaller M ion is smaller than the octahedral cage in which it is located. This second mechanism prevails at the HF-end of the F-BLYP hybrid functionals. This behaviour suggests that on varying the mixing parameter $\alpha$, the relative sizes of A, M and O ions of the perovskite structure changes, giving rise to the double-maximum profile displayed in Fig. 10. The behaviour reported in Fig. 8 ($\Delta a_0$) confirms this finding: the relative size depends systematically on the ionicity of each ion, and can vary both in sign and modulus. Further work, including the binary component oxides AO and MO$_2$ in which the A-O and M-O bond distances are individually optimised, is however necessary to quantify the importance of covalence, ionic size of M and lattice parameter in determining the complex distortion profile of Fig. 10.

**Fig. 10** Distortion energy (Ha/f.u.) for the pseudocubic FE [001] distortion of BaTiO$_3$ and KNbO$_3$ (the value for BaTiO$_3$ has been multiplied by 100 to fit the same energy scale) as a function of the mixing parameter in the F-BLYP series
4.2.3 Tetragonal Phase

In the previous sections we have used two idealised phases of FE perovskites to describe the main electronic and structural features of the solution yielded by different hybrid functionals. We now examine a fully distorted tetragonal phase, which enables us to compare the calculated results with experimental data.

The tetragonal perovskite phase is the stable polymorph of BaTiO$_3$ and KNbO$_3$, in a temperature range between the cubic and orthorhombic modifications (393K>T>278 K in BaTiO$_3$ [100], 708K>T>498 K in KNbO$_3$ [101]).

In our calculations we have performed a full geometry optimisation of the tetragonal phase. The structural parameters are the $a$ and $c$ lattice vectors, and the $z$ coordinate of each symmetry unique ion (M, A, one axial (O$_1$) and one equatorial (O$_2$) oxygen) in the unit cell. The lattice parameters have been re-defined to give the unit cell volume $V=a^2c$, and the ratio $c/a$; we further relate the volume to that optimised for the cubic phase, $v=V/V_0$. Given the increased computational cost of this study, only BaTiO$_3$ and KNbO$_3$ have been investigated in the tetragonal phase. For both materials, and for each of the ten Hamiltonians examined, we have performed a series of geometry optimisations of the internal coordinates at different values of the structural parameters $v$ and $c/a$. These span the range of $0.95<v<1.15$, and $0.99<c/a<1.09$. For each value of $v$, the equilibrium energy for the different $c/a$ ratios examined has been fitted with a parabolic function (in each case, the residuals are $10^{-10}$ Ha or smaller) to yield the equilibrium energy at the value of $v$ examined. The points of the curve $E(v)$ thus collected have then been used in a Birch-Murnaghan equation of state to calculate the volume $v_0$ corresponding to the global minimum; we do not report the value of the bulk modulus $K_0$ for the distorted phase, as we have not collected enough volumes to ensure a low numerical noise for this observable. A single energy point calculation has been performed for the equilibrium tetragonal structure to generate the corresponding electronic density.

In Table 4 we report the structural parameters that define the equilibrium tetragonal structure for each Hamiltonian examined. In addition, we report the value of the spontaneous polarisation $P$ calculated at both equilibrium and experimental structures of the two phases. Comparison with experiment [100, 102–104] enables us to identify the functional that best describes the fully distorted phase. As described in the previous sections, accurate results are achieved in the calculations only when the electronic, structural and distortional properties of the material are reproduced simultaneously by the Hamiltonian under investigation. We have shown earlier that each of these observables varies appreciably as a function of the mixing parameter in the hybrid F-BLYP series. The tetragonal phases of BaTiO$_3$ and KNbO$_3$ provide
<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PW</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>α=0.2</th>
<th>α=0.4</th>
<th>α=0.6</th>
<th>α=0.8</th>
<th>α=1.0</th>
<th>HF</th>
<th>Expt</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BaTiO₃</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>61.70</td>
<td>65.86</td>
<td>69.12</td>
<td>67.38</td>
<td>67.80</td>
<td>64.54</td>
<td>62.97</td>
<td>62.89</td>
<td>61.52</td>
<td>66.25</td>
<td>64.98</td>
</tr>
<tr>
<td>u₀</td>
<td>0.999</td>
<td>1.011</td>
<td>1.024</td>
<td>1.027</td>
<td>1.030</td>
<td>1.000</td>
<td>0.994</td>
<td>1.008</td>
<td>1.005</td>
<td>1.020</td>
<td></td>
</tr>
<tr>
<td>c/a</td>
<td>0.998</td>
<td>1.023</td>
<td>1.051</td>
<td>1.053</td>
<td>1.032</td>
<td>1.033</td>
<td>1.013</td>
<td>1.013</td>
<td>1.004</td>
<td>1.004</td>
<td>1.011</td>
</tr>
<tr>
<td>Z_{K_a}</td>
<td>-0.498</td>
<td>-0.490</td>
<td>-0.480</td>
<td>-0.481</td>
<td>-0.485</td>
<td>-0.474</td>
<td>-0.491</td>
<td>-0.493</td>
<td>-0.498</td>
<td>-0.489</td>
<td>0.500</td>
</tr>
<tr>
<td>Z_{Ti}</td>
<td>0.004</td>
<td>0.026</td>
<td>0.037</td>
<td>0.037</td>
<td>0.033</td>
<td>0.029</td>
<td>0.023</td>
<td>0.019</td>
<td>0.008</td>
<td>0.029</td>
<td>0.022</td>
</tr>
<tr>
<td>Z_{O₁}</td>
<td>0.498</td>
<td>0.481</td>
<td>0.469</td>
<td>0.468</td>
<td>0.470</td>
<td>0.474</td>
<td>0.485</td>
<td>0.485</td>
<td>0.496</td>
<td>0.473</td>
<td>0.486</td>
</tr>
<tr>
<td>Z_{O₂}</td>
<td>-0.001</td>
<td>-0.006</td>
<td>-0.008</td>
<td>-0.008</td>
<td>-0.008</td>
<td>-0.002</td>
<td>-0.003</td>
<td>-0.001</td>
<td>-0.005</td>
<td>-0.010</td>
<td></td>
</tr>
<tr>
<td>P_{expt}</td>
<td>0.3173</td>
<td>0.3179</td>
<td>0.3180</td>
<td>0.3108</td>
<td>0.3026</td>
<td>0.2926</td>
<td>0.2830</td>
<td>0.2739</td>
<td>0.2729</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>P_{opt}</td>
<td>0.0426</td>
<td>0.3159</td>
<td>0.4449</td>
<td>0.4467</td>
<td>0.4098</td>
<td>0.3603</td>
<td>0.2504</td>
<td>0.2113</td>
<td>0.0741</td>
<td>0.3199</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>KNbO₃</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>64.05</td>
<td>68.98</td>
<td>73.06</td>
<td>68.10</td>
<td>67.66</td>
<td>68.32</td>
<td>64.11</td>
<td>62.97</td>
<td>68.79</td>
<td>64.91</td>
<td></td>
</tr>
<tr>
<td>u₀</td>
<td>1.004</td>
<td>1.028</td>
<td>1.058</td>
<td>1.020</td>
<td>1.035</td>
<td>1.069</td>
<td>1.023</td>
<td>1.022</td>
<td>1.064</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c/a</td>
<td>1.020</td>
<td>1.054</td>
<td>1.089</td>
<td>1.095</td>
<td>1.062</td>
<td>1.078</td>
<td>1.034</td>
<td>1.035</td>
<td>1.089</td>
<td>1.017</td>
<td></td>
</tr>
<tr>
<td>Z_{K}</td>
<td>-0.484</td>
<td>-0.475</td>
<td>-0.464</td>
<td>-0.475</td>
<td>-0.471</td>
<td>-0.468</td>
<td>-0.481</td>
<td>-0.483</td>
<td>-0.466</td>
<td>0.500</td>
<td></td>
</tr>
<tr>
<td>Z_{O₁}</td>
<td>0.029</td>
<td>0.039</td>
<td>0.045</td>
<td>0.040</td>
<td>0.042</td>
<td>0.040</td>
<td>0.035</td>
<td>0.034</td>
<td>0.048</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>Z_{O₂}</td>
<td>0.489</td>
<td>0.473</td>
<td>0.461</td>
<td>0.476</td>
<td>0.459</td>
<td>0.468</td>
<td>0.455</td>
<td>0.476</td>
<td>0.477</td>
<td>0.457</td>
<td>0.483</td>
</tr>
<tr>
<td>P_{expt}</td>
<td>0.3855</td>
<td>0.3874</td>
<td>0.3856</td>
<td>0.3795</td>
<td>0.3793</td>
<td>0.3711</td>
<td>0.3619</td>
<td>0.3521</td>
<td>0.3423</td>
<td>0.3415</td>
<td>0.37</td>
</tr>
<tr>
<td>P_{opt}</td>
<td>0.4029</td>
<td>0.4396</td>
<td>0.3457</td>
<td>0.4604</td>
<td>0.3487</td>
<td>0.4224</td>
<td>0.3765</td>
<td>0.4866</td>
<td>0.4625</td>
<td>0.3832</td>
<td>0.37</td>
</tr>
</tbody>
</table>
therefore a complete test for the ability of hybrid functionals to describe $d^{(0)}$ transition metal oxides.

The variation of the calculated value of $P_{\text{opt}}$ for BaTiO$_3$, as a function of the mixing parameter in the hybrid F-BLYP series, is shown in Fig. 11. We observe a steady decrease of $P$ as the HF-exchange component in the hybrid functional is increased, in agreement with the degree of Ti-O covalence in each solution. This result confirms that the polarisation of the ferroelectric phase is dominated by the electronic polarisability, as described earlier. Correspondence with experimental results is achieved for a value of $\alpha \approx 0.55$.

The FE distortion in the fully optimised tetragonal phase of BaTiO$_3$ is further described in Fig. 12. The distortion is characterised by a shortening of the Ti-O$_1$ bond length and a change of the $c/a$ ratio from the cubic value of

---

**Fig. 11** Variation of the macroscopic polarisation $P$($\text{Cm}^{-2}$) in the optimised tetragonal phase of BaTiO$_3$, as a function of the mixing parameter $\alpha$ in the hybrid F-BLYP series

**Fig. 12** Variation of the $c/a$ ratio, of the ratio between optimised and experimental volume ($V/V_{\text{exp}}$) and of the parameter $\Delta Z$ (in fractional coordinates) in the optimised tetragonal phase of BaTiO$_3$, as a function of the mixing parameter $\alpha$ in the F-BLYP scheme
1. We characterise the shortening of the Ti-O$_1$ bond by plotting the sum ($\Delta Z$) of the displacement of Ti along +z (towards O$_1$), and of O$_1$ along the –z direction of the tetragonal unit cell (towards Ti), in fractional coordinates. We see that on increasing $\alpha$ in the hybrid functional, the extent of the distortion decreases: in the F-BLYP series, $\Delta Z$ varies from 0.068 to 0.012; the c/a ratio from 1.051 for $\alpha$=0 to 1.004 for $\alpha$=1. For $\alpha$~0.5/0.6 there is a close correspondence of both structural (c/a and $\Delta Z$) and electronic ($P$) parameters between calculated and experimental values. Similar trends occur in KNbO$_3$, although in this case the polarisation appears to be overestimated across the whole F-BLYP series when compared to the experimental result. Results obtained here for KNbO$_3$ differ from those of reference [58]; we have employed an all-electron basis set, as opposed to the effective core pseudopotential of [58], which yields larger values of the equilibrium volume, and hence smaller values of $P$.

It is also of interest to observe that in the fully optimised tetragonal phase, the double maximum profile in the distortion energy as a function of the mixing parameter $\alpha$, described for the pseudocubic phase, is no longer present. Removing the structural constraint of the cubic phase, the equilibrium structure is allowed to adapt to the relative ionic sizes, and its features are characterised only by the relative covalence in the Ti-O bonding (the $\beta/\Delta \alpha$ TB parameter shown in Fig. 6). The double minimum profile of Fig. 10 is therefore introduced in the constrained optimisation corresponding to the pseudocubic phase.

4.3 Spin-Spin Interactions in Magnetic Compounds

4.3.1 Perovskite-Structured KMnF$_3$

As a first example of a magnetic compound, we describe the calculated properties of KMnF$_3$. This material shares the same perovskite structure described above for the ferroelectric oxides, but contains in the octahedral sites an open-shell Mn$^{2+}$(d$^5$) ion. The structure has cubic symmetry, with $a$=4.19 Å [105].

The observable of interest, in this case, is the relative spin orientation on neighbouring Mn ions, which will be investigated using a model Ising Hamiltonian, as described earlier.

Three magnetic phases have been studied, shown in Fig. 13: these are the ferromagnetic phase (FM), where all the Mn ions have the same spin (say $\alpha$), and two antiferromagnetic (AFM) phases. In the first, formed by alternating (111) planes with opposite spin, each $\alpha$-spin Mn ion is surrounded by six nearest neighbour Mn ions with $\beta$-spin; in the second, formed by
(001) planes with opposite spin, each $\alpha$-spin Mn ion has four nearest neighbour Mn ions with $\alpha$-spin and two with $\beta$-spin.

All the Hamiltonians describe Mn$^{2+}$ as a high spin d$^5$ ion with $S_z=5/2$. The calculated band-structure in the F-BLYP series is shown in Fig. 14; comparison with the band-structure of KNbO$_3$ (Fig. 5) shows that the bandwidths are much smaller in KMnF$_3$, indicative of the stronger ionic character in the latter compound. A summary of the equilibrium lattice parameters corresponding to a set of ten different Hamiltonians (the same employed for the ferroelectric perovskites, with the exception of PBE replacing PW) is reported in Table 5, together with a description of net charges ($q$) and magnetic moments ($\mu$) of the constituent ions in the equilibrium geometry. The same trends in ionicity described for the cubic perovskites are found here.

**Fig. 13** Magnetic phases of KMnF$_3$. *Black and white small spheres* represent spin up and down Mn ions; *the dashed lines* in the AFM structure connect Mn ions with the same spin in (111) planes.

**Fig. 14** Band structure for FM-KMnF$_3$ along the $\Gamma$-X direction of reciprocal space, as a function of the mixing parameter $\alpha$ in the F-BLYP scheme. Bands for the majority and minority spins are shown separately.
Table 5: Structural, electronic and geometric parameters of KMnF$_3$ at the equilibrium geometry for different Hamiltonians. $\alpha$ reports the mixing parameter in the hybrid F-BLYP functionals. $a_0$ is the lattice parameter (Å), $\Delta E$ (mHa) the energy difference between AFM and FM phases at the experimental and optimised ($a_0$) lattice parameters, $J$ (Kelvin) the corresponding coupling constant. For each ion, $q$ and $\mu$ are net charge and spin moment ($|e|$).

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PBE</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>$\alpha=0.2$</th>
<th>$\alpha=0.4$</th>
<th>$\alpha=0.6$</th>
<th>$\alpha=0.8$</th>
<th>$\alpha=1.0$</th>
<th>HF</th>
<th>Expt</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>4.13</td>
<td>4.28</td>
<td>4.31</td>
<td>4.27</td>
<td>4.28</td>
<td>4.25</td>
<td>4.22</td>
<td>4.18</td>
<td>4.15</td>
<td>4.28</td>
<td>4.19</td>
</tr>
<tr>
<td>$\Delta a_0$ (%)</td>
<td>-1.42</td>
<td>+2.12</td>
<td>+2.86</td>
<td>+1.98</td>
<td>+2.15</td>
<td>+1.43</td>
<td>+0.72</td>
<td>-0.24</td>
<td>-0.95</td>
<td>+2.21</td>
<td></td>
</tr>
<tr>
<td>$\Delta E(a_{exp})$</td>
<td>7.992</td>
<td>6.438</td>
<td>7.732</td>
<td>3.491</td>
<td>3.605</td>
<td>2.339</td>
<td>1.753</td>
<td>1.374</td>
<td>1.086</td>
<td>0.594</td>
<td>1.75</td>
</tr>
<tr>
<td>$J_{se}(a_{exp})$</td>
<td>33.64</td>
<td>27.10</td>
<td>32.56</td>
<td>14.70</td>
<td>15.18</td>
<td>9.85</td>
<td>7.38</td>
<td>5.78</td>
<td>4.57</td>
<td>2.50</td>
<td>7.30–7.40</td>
</tr>
<tr>
<td>$\Delta E(a_0)$</td>
<td>10.099</td>
<td>5.268</td>
<td>5.855</td>
<td>2.878</td>
<td>2.930</td>
<td>1.971</td>
<td>1.619</td>
<td>1.502</td>
<td>1.222</td>
<td>0.403</td>
<td>1.75</td>
</tr>
<tr>
<td>$J_{se}(a_0)$</td>
<td>42.52</td>
<td>22.18</td>
<td>24.65</td>
<td>12.12</td>
<td>12.34</td>
<td>8.30</td>
<td>6.82</td>
<td>6.33</td>
<td>5.14</td>
<td>1.70</td>
<td>7.30–7.40</td>
</tr>
<tr>
<td>$J(a_0)/J_{(exp)}$</td>
<td>5.7</td>
<td>3.0</td>
<td>3.3</td>
<td>1.6</td>
<td>1.7</td>
<td>1.1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.7</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

| FM    | MN:q | 1.54 | 1.62 | 1.62 | 1.67 | 1.67 | 1.70 | 1.72 | 1.74 | 1.75 | 1.80 |
|       | $\mu$ | 4.75 | 4.80 | 4.79 | 4.85 | 4.84 | 4.88 | 4.89 | 4.91 | 4.92 | 4.95 |
|       | F:q  | -0.84 | -0.87 | -0.87 | -0.88 | -0.88 | -0.89 | -0.90 | -0.91 | -0.91 | -0.93 |
|       | $\mu$ | 0.08 | 0.07 | 0.07 | 0.05 | 0.05 | 0.04 | 0.04 | 0.03 | 0.03 | 0.02 |
|       | K:q  | 0.98 | 0.98 | 0.97 | 0.98 | 0.98 | 0.98 | 0.99 | 0.99 | 0.99 | 0.99 |
|       | $\mu$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

| AFM   | MN:q | 1.51 | 1.61 | 1.61 | 1.66 | 1.66 | 1.70 | 1.72 | 1.73 | 1.75 | 1.80 |
|       | $\mu$ | 4.66 | 4.75 | 4.73 | 4.83 | 4.82 | 4.86 | 4.89 | 4.90 | 4.91 | 4.95 |
|       | F:q  | -0.83 | -0.86 | -0.86 | -0.88 | -0.88 | -0.89 | -0.90 | -0.91 | -0.91 | -0.93 |
|       | K:q  | 0.98 | 0.98 | 0.97 | 0.98 | 0.98 | 0.98 | 0.99 | 0.99 | 0.99 | 0.99 |
for KMnF$_3$, with net charges and magnetic moments increasing on increasing the HF-exchange component in the F-BLYP series. Furthermore, the equilibrium lattice parameter $a_0$ shows the same behaviour as the most ionic oxidic compounds examined earlier: HF yields the largest value, LDA the smallest, while $a_0$ decreases along the F-BLYP series.

Net charges are very close to the formal values, and the spin moments show that the five unpaired electrons are almost fully localised on Mn, for each of the Hamiltonians examined. A small polarisation is observed, however, on the F ions of the FM phase, which is responsible for the superexchange interaction along the Mn-F-Mn path [106]. For symmetry reasons, the spin polarisation on F is null in the AFM phase; the Mn-F bonding in the FM and AFM phases is otherwise identical.

The bonding features described above satisfy the conditions of applicability of the Ising model Hamiltonian described above. In the perovskite lattice, direct exchange between next-nearest neighbour Mn ions is negligible, given the long bond distance of $\sim 6$ Å; only the superexchange constant $J_{se}$ enters the Ising Hamiltonian. The energy difference (per formula unit) between AFM and FM phases is given by $\Delta E = E_{AFM} - E_{FM} = 6J_{se} S_z^2$, where $S_z=5/2$, is the spin moment of the Mn$^{2+}$ ion.

In Table 5 we report the energy difference between FM and AFM phases ($\Delta E$), the calculated value of $J_{se}$ at the experimental and calculated equilibrium lattice parameter, and the ratio $J_{calc}/J_{exp}$ between calculated and experimental values of the coupling constant. All the pure DFT calculations overestimate $J_{se}$, up to a factor of 5.7 for the LSDA solution; on the other hand, pure UHF calculations underestimate $J_{se}$ by a factor of 5.0. Values in the F-BLYP series interpolate the HF and BLYP extremes, and are therefore closer to the experimental value than either UHF or pure DFT results.

Another piece of information that is available from experiment is the dependence of $J_{se}$ on the Mn-Mn distance [80]; this behaviour has been analysed under the hypothesis that the monovalent cation has no influence on the magnetic structure (supported by our results of Table 5), and by replacing K with larger Rb and Tl ions which modify the lattice parameter of the solid. In the computational model, we simply modify the lattice parameter $a$ of KMnF$_3$. Results are shown in Fig. 15. In each calculated $J(a)$ curve, the cross marks the equilibrium lattice parameter $a_0$ for the Hamiltonian under investigation. The bold circle marks the experimental values of $J_{se}$ and $a_0$. Via Fig. 15 we can therefore explore which formulation of the hybrid DFT functional is able to reproduce simultaneously and with highest accuracy the experimental values of lattice parameter and magnetic interaction. Our results indicate that, in KMnF$_3$, a fraction of HF exchange around 70% is required in the hybrid F-BLYP series to satisfy the above requirement. Modifying the mixing parameter may improve the accuracy in one of the two observables, but only at the expenses of the other.
4.3.2 Rocksalt-Structured Oxides: MnO and NiO

We shall now examine the performance of hybrid exchange functionals in describing the electronic, structural and magnetic properties of two rocksalt-structured transition metal monoxides, namely MnO and NiO. At variance with the work described in the previous sections, modification of the hybrid functionals within a selected F-XC series has been accomplished here by smaller steps of the mixing coefficient $\alpha$ (of 10%, or sometimes even 5%); even small modifications in the Hamiltonian can cause a change of the ground electronic state, which has dramatic effects on the calculated properties. We need therefore to characterise the boundaries in the behaviour

Fig. 15 Energy difference (mHa/f.u.) between FM and AFM phases of KMnF$_3$, as a function of the Mn-Mn distance d(Å). In each curve, corresponding to a different functional, the crosses mark the equilibrium lattice parameter $a_0$; the bold circle marks the experimental values of $J$ and $a_0$
much more accurately than in the cases of ferroelectric perovskites and KMnF$_3$ described earlier.

4.3.2.1 Electronic Structure

The paradigm magnetic oxide NiO was for many years thought to be a Mott-Hubbard insulator [107], in that metal derived states compose the valence and conduction band edges, separated by a gap of ~4 eV (optical absorption) [108]. LDA calculations [109] support this view of the insulating state, but in the AF$_2$ magnetic alignment find a gap of less than 0.15 eV, which is much smaller than the experimental value. GGA functionals [110] increase the width of the gap to ~1 eV and preserve the Mott-Hubbard character, while the self-interaction correction method drastically improves many of the computed properties [111]. More recent photoemission experiments on NiO [112] have definitively shown that the insulating character is of the charge-transfer type, in that the valence band edge is composed of oxygen states and the conduction band edge by metal states. All previous calculations are in disagreement with this finding, but UHF calculations [113] yield a highly ionic Ni(3d$^8$), charge transfer ground state. The work discussed here is by no means the first to apply hybrid functionals to NiO, for Bredow and Gerson [60] and Moreira et al. [61] have employed a variety of schemes which generally show systematic improvement in the agreement with experimental data. To our current knowledge, there is no comparable hybrid functional study of MnO, although previous DFT calculations have found an energy gap ~1.4 eV in both LDA and GGA methods [114, 115].

In Table 6 we report the calculated electronic structures of NiO in the ferromagnetic (FM) and antiferromagnetic (AF$_2$) spin alignments, based on the F-PW scheme, at a fixed lattice constant of 4.2 Å, which is close to the measured low temperature value of 4.1705 Å [116]. Results as a function of the mixing parameter $\alpha$ show the same qualitative trend discussed for KMnF$_3$. Within the hybrid F-PW scheme, the AF$_2$ spin alignment is predicted to be a largely ionic, d$^8$ charge-transfer insulator from the correlated UHF limit ($\alpha=1.0$) down to $\alpha=0.3$. Within this range the Fermi energy, $e_F$, varies from ~9.52 eV to ~5.02 eV, the local spin moment from 1.92 $\mu_B$ to 1.76 $\mu_B$, the filled-to-unfilled energy gap from 14.2 eV to 6.4 eV and the weight of O(p) states at $e_F$ from 92% to 71%. Between 30% and 20% exact exchange there is a change in the nature of the gap states, for at 20% exact exchange the weight of O(p) states at $e_F$ is 41%, indicating an essentially Mott-Hubbard system, but the change in the ionic charge is less than 0.5% and that of the local moment less than 4%. The change from charge transfer to Mott-Hubbard is not abrupt, but rather a continuous evolution in which the filled Ni-3d bands are shifted at higher energy on decreasing the percentage of HF
exchange in the hybrid functional. Between 20% and 30% HF exchange, the energy of the Ni-3d band becomes higher than that of the O-2p.

For comparison, the B3LYP functional with 20% exact exchange leads to ionic charges and local moments which are within 0.5% of the F 0.2-PW values, but the O(p) weight at e_F is lower at 30%, and the energy gap smaller by 0.1 eV. In either scheme, for intermediate amounts of exact exchange, the distinction between the overly simplistic Mott-Hubbard and charge-transfer insulator classifications is unclear, since the valence band edge shows evidence of Ni-O hybridisation. As the amount of exact exchange is reduced further, the ionicity and local moment are decreased, though the system remains insulating at the DFT limit \((\alpha=0)\) where the weight of O(p) states at e_F is <10%, the local moment \(1.36 \mu_B\) and the energy gap 0.8 eV.

There is essentially no change in the electronic structure of the FM spin alignment, which also undergoes a charge-transfer to Mott-Hubbard transition between 30% and 20% exact exchange. The principal difference is that for the FM alignment there is a relative shift of the majority and minority spin bands of 0.5/1.0 eV, which at the DFT limit leads to a filled to unfilled gap of ~0.3 eV for both the majority and minority spin bands, but a net gap which is close to zero. The close similarity between the FM and AF_2 electronic structures (except at the DFT limit) is the basis for our use of the computationally less expensive FM alignment in the study of d→d electronic transitions. It is of interest to note that the calculated moments for the AF_2 alignment compare with experimental values of 1.90 \(\mu_B\) to 1.64 \(\mu_B\) [119, 120],
which are reproduced at high values of $\alpha$, whereas the measured strong adsorption edge, $\sim 4$ eV [108], if it can be equated with the energy gap, would seem to favour a much lower weight ($\alpha \sim 30\%$).

The moments and charges emerging from F-BLYP calculations are essentially identical to those obtained above with F-PW (the difference is at most 0.02$e$). In agreement with the perovskite-structured compounds, the net charges indicate a steady increase in covalence as we move towards pure DFT exchange, with a net decrease of $\sim 0.35e$ from the essentially ionic UHF ground state across the range. The difference between the Ni spin moments

![Projected densities of states, N(E), as a function of energy for AF$_2$ NiO. Light line: oxygen; dark line: Ni](image)

**Fig. 16** Projected densities of states, N(E), as a function of energy for AF$_2$ NiO. Light line: oxygen; dark line: Ni
in the AF$_2$ and FM alignments becomes notable at low amounts of exact exchange, which indicates the increasing rôle that the Ni(3d) orbitals play in bonding as the proportion of exact exchange decreases. The band gaps for the AF$_1$, AF$_2$ and FM states are always in the order of $\Delta E_g$(AF$_2$) > $\Delta E_g$(AF$_1$) > $\Delta E_g$(FM), and vary almost linearly across the F-BLYP series; the B3LYP values are 4.255, 2.574 and 2.411 eV respectively, where the AF$_2$ value is close to the ~4 eV derived experimentally (in absorption) by Powell and Spicer. At the DFT extreme, both the AF$_1$ and FM states metallise, whereas the AF$_2$ state remains insulating with a gap $\Delta E_g$=0.709 eV, in good agreement with previous GGA values. Figure 16 shows the atom projected densities of states (PDOS) in NiO for the UHF, B3LYP and BLYP Hamiltonians.

For comparison, we have calculated the electronic structure of MnO within the F-B3LYP scheme, and at the equilibrium lattice constant corresponding to each functional (Fig. 17). Results are in Table 7. The evolution of the electronic structure with the degree of hybridisation ($\alpha$) is similar to that described above for NiO. There is a sharp decrease in the energy gap as the weight of exact exchange is decreased, but the AF$_2$ alignment remains insulating at the DFT limit, with a gap of 1.4 eV. Figure 18 shows that the energy gap in the AF$_1$ and FM alignments decreases similarly throughout the hybridisation range down to the DFT limit where the AF$_1$ gap is close to zero, but the FM alignment is conducting. The atom projected densities of states (not shown here) are very similar to those obtained for NiO; the cross-over from oxygen to metal dominance at the Fermi energy again occurs between 30 and 20% exact exchange, but the caveat regarding the usefulness of such
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**Fig. 17** AF$_2$ (empty circles), AF$_1$ (empty triangles) and FM (empty squares) band gaps in MnO as a function of $\alpha$
simple classifications also applies here. The B3LYP band gaps for the AF2, AF1 and FM states are 3.953, 2.855 and 2.052 eV respectively. Again, the B3LYP AF2 band gap is close to the experimental value ~3.6 eV [128].

Our B3LYP results for MnO and NiO confirm one of the results of a previous study by Muscat, Wander and Harrison [40], namely that the B3LYP functional can potentially act as a useful tool for the prediction of band gaps in transition metal compounds (and in a variety of other materials [40]).

Table 7  Variation of lattice constant $a_0$($\text{Å}$), bulk modulus $K_0$(GPa), rhombohedral distortion angle $\Delta\gamma$(°), charge $q$($e$), and spin moments $\mu(\mu_B)$, in MnO with both composition of the hybrid functional and magnetic state

<table>
<thead>
<tr>
<th></th>
<th>AF2</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$a_0$</td>
<td>$K_0$</td>
</tr>
<tr>
<td>1.0</td>
<td>4.4190</td>
<td>193.97</td>
</tr>
<tr>
<td>0.9</td>
<td>4.4273</td>
<td>190.65</td>
</tr>
<tr>
<td>0.8</td>
<td>4.4355</td>
<td>188.58</td>
</tr>
<tr>
<td>0.7</td>
<td>4.4430</td>
<td>183.58</td>
</tr>
<tr>
<td>0.6</td>
<td>4.4509</td>
<td>183.18</td>
</tr>
<tr>
<td>0.5</td>
<td>4.4575</td>
<td>180.48</td>
</tr>
<tr>
<td>0.4</td>
<td>4.4635</td>
<td>178.17</td>
</tr>
<tr>
<td>0.3</td>
<td>4.4693</td>
<td>175.27</td>
</tr>
<tr>
<td>0.2</td>
<td>4.4738</td>
<td>172.16</td>
</tr>
<tr>
<td>0.1</td>
<td>4.4771</td>
<td>167.65</td>
</tr>
<tr>
<td>0.0</td>
<td>4.4742</td>
<td>160.57</td>
</tr>
<tr>
<td>$\exp$</td>
<td>4.445$^b$</td>
<td>144–162$^c$</td>
</tr>
</tbody>
</table>

$^a$ UHF value is +0.1477  
$^b$ [122]  
$^c$ [122–126]  
$^d$ [127]  
$^e$ [119, 121]

Fig. 18a,b  AF2 (empty circles) and FM (empty squares) optimised lattice constants, $a_0$, as a function of $\alpha$ in: a MnO; b NiO. Filled symbols in MnO are for a hybrid exchange without LYP correlation; in NiO for uncorrelated UHF. Arrows mark the experimental values
4.3.2.2
Lattice Constant and Bulk Modulus

Both MnO and NiO have AF\textsubscript{2} arrangements at low temperature. Figure 18 shows the variation of \(a_0\) as a function of the hybridisation parameter, \(\alpha\), within the F-BLYP scheme; for the F-BLYP scheme there is a close match to the experimental value at \(\alpha\approx0.7\). The FM lattice constant follows the AF\textsubscript{2} values from the UHF limit down to \(\alpha\approx0.4\), but then diverges from the latter, at least up to \(\alpha\approx0.1\), followed by a sharp fall at the DFT limit with the onset of a conducting state. A similar pattern is found for NiO, although here the fall in \(a_0\) at the DFT limit is absent, despite the metallic FM state. The measured low temperature lattice constants of MnO and NiO suggest an optimum value of \(\alpha\) for the lattice constant in the region of 0.7 and 0.9 respectively, certainly well above the value of 0.2 that yields a band gap in close agreement with experiment.

The calculated bulk modulus of MnO and NiO in the FM and AF\textsubscript{2} spin alignments as a function of exact exchange are reported in Tables 6 and 7. Differences between the FM and AF\textsubscript{2} alignment show that there is a small spin-lattice effect, which increases as the weight of exact exchange is reduced, with a sharp fall in the FM value at the DFT limit resulting from the onset on conductivity. The difference between bulk moduli of the magnetic states is less pronounced in NiO than in MnO. The variation in the experimental determination of \(K_0\), of over 11%, makes quantitative estimates somewhat difficult.

4.3.2.3
Magnetic Effects

Table 8 shows the calculated values of \(J_d\) and \(J_{se}\) for MnO within the F-BLYP series, obtained from the mapping equations given earlier, together with the experimental values derived from the magnon spectra. Also included is the Bloch parameter, \(-\partial(lnJ)/\partial(lnV)\), which characterises the dependence of the interaction upon pressure and has, for a range of materials, been shown to have a value close to 10/3. Two points are evident from the table: first, the sensitivity of the coupling constants to the weight of exact exchange: both \(J_d\) and \(J_{se}\) show at least a sixfold increase from 100% exact exchange to the DFT limit, and, in the case of \(J_d\), a change in sign from positive to negative between \(\alpha=0.7\) and \(\alpha=0.8\). The latter is not altogether surprising, for ferromagnetic nn spins (\(J_d>0\)) are stabilised by strong (more exact) exchange, whereas antiferromagnetic nn spins, which embody the elements of d-d bonding, are stabilised by strong correlation. The second, and perhaps more problematic point, is that the percentages of exact exchange for which the calculated coupling matches experiment differ for \(J_d\), \(J_{se}\) and the Bloch parameter without the inclusion
of LYP correlation. As Table 8 shows, correlation increases $J_{se}$ roughly by a factor of 2 with somewhat less influence on $J_d$. In NiO, whose values are reported in Table 9, the optimum weight for $J_d$ is between 40% and 50%, and for $J_{se}$ between 20% and 30%. It would appear that, within the F-BLYP scheme, there is no single choice of $\alpha$ that describes all components of $\alpha$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$J_d$</th>
<th>$J_{se}$</th>
<th>$T_{N \text{mf}}$</th>
<th>Bloch</th>
<th>$J_d$</th>
<th>$J_{se}$</th>
<th>$T_{N \text{mf}}$</th>
<th>Bloch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.639</td>
<td>6.327</td>
<td>88.97</td>
<td>3.846</td>
<td>-0.032</td>
<td>2.062</td>
<td>29.00</td>
<td>5.317</td>
</tr>
<tr>
<td>0.9</td>
<td>0.968</td>
<td>6.852</td>
<td>96.36</td>
<td>3.735</td>
<td>-0.463</td>
<td>2.185</td>
<td>30.72</td>
<td>5.376</td>
</tr>
<tr>
<td>0.8</td>
<td>0.204</td>
<td>7.338</td>
<td>103.19</td>
<td>3.735</td>
<td>-0.867</td>
<td>2.379</td>
<td>33.45</td>
<td>5.420</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.624</td>
<td>8.155</td>
<td>114.67</td>
<td>3.722</td>
<td>-1.324</td>
<td>2.750</td>
<td>38.67</td>
<td>5.544</td>
</tr>
<tr>
<td>0.6</td>
<td>-1.570</td>
<td>9.093</td>
<td>127.87</td>
<td>3.678</td>
<td>-1.877</td>
<td>2.910</td>
<td>40.92</td>
<td>5.395</td>
</tr>
<tr>
<td>0.5</td>
<td>-2.656</td>
<td>10.512</td>
<td>147.82</td>
<td>3.674</td>
<td>-2.386</td>
<td>3.458</td>
<td>48.63</td>
<td>5.331</td>
</tr>
<tr>
<td>0.4</td>
<td>-4.286</td>
<td>12.108</td>
<td>170.26</td>
<td>3.706</td>
<td>-2.707</td>
<td>4.541</td>
<td>63.86</td>
<td>5.236</td>
</tr>
<tr>
<td>0.3</td>
<td>-5.890</td>
<td>15.176</td>
<td>213.41</td>
<td>3.490</td>
<td>-4.036</td>
<td>5.271</td>
<td>74.12</td>
<td>5.008</td>
</tr>
<tr>
<td>0.2</td>
<td>-8.966</td>
<td>19.558</td>
<td>275.03</td>
<td>3.403</td>
<td>-5.005</td>
<td>7.316</td>
<td>102.87</td>
<td>4.634</td>
</tr>
<tr>
<td>0.0</td>
<td>-15.917</td>
<td>37.903</td>
<td>533.00</td>
<td>1.341</td>
<td>-9.700</td>
<td>17.338</td>
<td>243.82</td>
<td>3.419</td>
</tr>
</tbody>
</table>

$^a$ [129–131]

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$J_d$</th>
<th>$J_{se}$</th>
<th>$T_{N \text{mf}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expt</td>
<td>-10$^a$</td>
<td>11$^a$</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>-8.9</td>
<td>+10.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-8.5</td>
<td>+9.6</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ [129–131]

Table 9 Variation of direct $J_d(K)$ and super-exchange $J_{se}(K)$ coupling constants, fluctuation-corrected mean field Neel temperature, $T_{N \text{mf}}(K)$ with composition of the hybrid functional in NiO

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$J_d$</th>
<th>$J_{se}$</th>
<th>$T_{N \text{mf}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHF</td>
<td>8.601</td>
<td>39.556</td>
<td>89.00</td>
</tr>
<tr>
<td>1.0</td>
<td>9.366</td>
<td>56.918</td>
<td>128.07</td>
</tr>
<tr>
<td>0.9</td>
<td>9.912</td>
<td>63.298</td>
<td>142.42</td>
</tr>
<tr>
<td>0.8</td>
<td>10.736</td>
<td>70.674</td>
<td>159.02</td>
</tr>
<tr>
<td>0.7</td>
<td>11.691</td>
<td>80.339</td>
<td>180.76</td>
</tr>
<tr>
<td>0.6</td>
<td>13.881</td>
<td>95.065</td>
<td>213.90</td>
</tr>
<tr>
<td>0.5</td>
<td>15.879</td>
<td>114.719</td>
<td>258.12</td>
</tr>
<tr>
<td>0.4</td>
<td>18.804</td>
<td>141.972</td>
<td>319.44</td>
</tr>
<tr>
<td>0.3</td>
<td>22.668</td>
<td>186.187</td>
<td>418.92</td>
</tr>
<tr>
<td>0.2</td>
<td>28.542</td>
<td>248.948</td>
<td>560.13</td>
</tr>
<tr>
<td>0.1</td>
<td>36.392</td>
<td>353.586</td>
<td>795.57</td>
</tr>
<tr>
<td>0.0</td>
<td>85.175</td>
<td>670.744</td>
<td>1509.17</td>
</tr>
<tr>
<td>Exp</td>
<td>+16.2$^a$</td>
<td>+229.8</td>
<td>525</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+197.28$^a$</td>
</tr>
</tbody>
</table>

$^a$ [132, 133]
magnetism correctly within even one material. The Fock-35% proposed by Moreira et al. for NiO [60] seems to be a compromise of the optimal value for the \( J_d \) and \( J_{se} \) requirements.

Turning now to the disorder transition, we have estimated the Néel temperature, \( T_N \), from the calculated values of \( J_d \) and \( J_{se} \), using eq. 20. For the AF\(_2\) spin alignment, \( T_N \) depends only on \( J_{se} \), so that if the statistical approximation outlined earlier is sound, the optimum weight of exact exchange to match the measured \( T_N \) for MnO should coincide with that for \( J_{se} \) derived from the magnon spectrum. Table 8 shows that this is indeed the case, for the optimum weighting to match the experimental \( T_N \) of 116 K, is \( \sim 70\% \). The consistency of the magnon spectrum and the disorder transition lends credence to the use of the Ising Hamiltonian, at least in this case.

Below the Néel temperature, both AF\(_2\) MnO and NiO undergo a rhombohedral contraction as a result of the interaction between adjacent antiferromagnetically-aligned \{111\} cation planes of ferromagnetically-aligned spins. The magnitude of this distortion is defined in terms of the change (\( \Delta \gamma \)) in the cell angle, and for MnO it has been measured at 8 K by neutron scattering [127]. Pask et al. [115] argued that the direct nn interaction is the predominant interaction that drives the rhombohedral distortion. If this argument is correct, then the optimum weight of exact exchange to match the experimental distortion should coincide with that to match \( J_d \), assuming comparable values of the restoring \( c_{44} \) elastic constant across the F-BLYP series. The calculated \( c_{44} \) elastic constant ranges from 147GPa for UHF to 114GPa for B3LYP [61], showing a small change compared to that in \( J_d \). Figure 19

---

**Fig. 19** Rhombohedral distortion angle, \( \Delta \gamma \), as a function of \( \alpha \) in MnO. Filled symbol is for UHF. An arrow marks the experimental value.
shows the calculated value of $\Delta \gamma$ for MnO as a function of hybridisation within the F-B3LYP scheme. At high values of $\alpha$, $\Delta \gamma$ is too small, roughly by a factor of two, whereas as the DFT limit is approached $\Delta \gamma$ is much too large. The optimum weight based on the measured distortion of 0.62° is approximately 20%, which is close to that which matches the calculated $J_0$ to that derived from the magnon spectra. Pask et al., in their study find LDA and GGA optimised distortions of 1.68 and 1.69° respectively.

4.3.2.4

$d\rightarrow d$ Excitations

Crystal field excitations are a fundamental property of the rocksalt-structured transition metal oxides, and their measurement and calculation reveal important aspects of the physics of these systems. In strongly ionic solids $d\rightarrow d$ excitations are highly local in the manner of Frenkel excitons and always Laporte forbidden ($\Delta l=0$), so that they are generally weak. In the case of NiO both one- and two-electron spin allowed excitations [134] have been observed below the strong absorption edge which is now widely accepted as due to O(p)$\rightarrow$Ni(d) charge transfer excitations [135]. From a theoretical point of view, it is clear that $d\rightarrow d$ excitation energies cannot be estimated from the ground state eigenvalue spectrum (density of states) in view of the strong renormalisation that accompanies orbital re-ordering. On the other hand, they are obtained straightforwardly from direct calculations, i.e. from the differences in total energy between the ground and variationally minimised excited states. For a high spin $d^8$ metal as Ni$^{2+}$, all one-electron excitations are of the type $d^2_{t_2g} \rightarrow d^1_{eg}$ and all two-electron excitations of the type $d^2_{t_2g} d^2_{t_2g} \rightarrow d^1_{eg} d^1_{eg}$. Thus the leading order correlation contributions to the excitation energies are the differences in correlation energy between $d^2_{t_2g}$ and $d^2_{eg}$ for the one-electron excitation and between $d^2_{t_2g} d^2_{t_2g}$ and $d^2_{t_2g} d^2_{t_2g}$ for the two-electron excitations, which cannot amount to more than a few tenths of an eV.

This has indeed been found to be the case for both the bulk and (001) surface of NiO, for which (uncorrelated) UHF calculations are in agreement with the observed spectra to within this accuracy [137]. It is of interest, therefore, to see whether hybrid calculations can improve on this, particularly in view of the putative agreement between B3LYP and experimental band gaps of varying provenance, discussed earlier.

Table 10 lists the calculated energies for the one-electron $d_{xy} \rightarrow d_{x^2-y^2}$ and $d_{xy} \rightarrow d_{z^2}$ and two-electron $d_{xz} d_{yz} \rightarrow d_{x^2} d_{x^2-y^2}$ excitations in an eight formula unit supercell of FM NiO (using $\alpha=4.2$ Å) as a function of the hybridisation parameter in the F-BLYP series. Within this scheme, 20% exact exchange appears to be the stability limit for all three excited states, and the ground state is metallic in the DFT limit. The lower energy $t_{2g}\rightarrow e_g$ excitation increases from 0.82 eV at the limit of exact exchange to 0.94 eV at 20% exact exchange,
which compares with experimental values in the range 1.05 eV–1.16 eV [134]; for the higher energy excitation, the energy decreases from 2.58 eV to 2.21 eV over the same range of hybridisation, compared with experimental values in the range 2.75 eV–3.00 eV [134]. For the two-electron excitation, the energy increases from 2.06 eV to 2.30 eV, compared with an experimental range of 1.74 eV–1.95 eV [134]. Mapping of the energies onto the Kanasz Hamiltonian (see above) results in

\[ D_{xy}^{\text{Exy}} = D_{xy}^{\text{CF}} \]

\[ D_{xz, yz}^{\text{Exz}} = 3B + 2D_{xy}^{\text{CF}} \]

We extract the Racah B parameter from the two single-particle excitations, and use the derived value to calculate the energy of the two-particle excitation, as a check on the consistency of the mapping; as can be seen in Table 10, the agreement is excellent. The free ion value for B is most closely matched by a weight of ~50%, but this is purely due to the difference between excitation energies; a better match with their absolute placement is obtained by uncorrelated UHF calculations. We may further conclude that density functional theory is unable to capture the small but subtle correlation corrections involved in \( d \rightarrow d \) excitations, at least not in NiO.

### 4.4 Defective Systems—Trapped Electron Hole in MgO

Earlier we highlighted how DFT shows systematic shortcomings when describing open-shell transition metal oxides, which may lead to the calculations predicting a wrong electronic ground state for these materials. The DFT shortcomings are associated with the highly localised nature of the d electrons, which requires an orbital-dependent DFT functional to be correctly accounted for. At least, to a certain extent, the solution is improved by us-

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \Delta E_{xy, x^2-y^2} = \Delta CF )</th>
<th>( \Delta E_{xy, z^2} )</th>
<th>( \Delta E_{xz, yz, z^2, x^2-y^2} )</th>
<th>( B )</th>
<th>( 3B + 2\Delta CF )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHF</td>
<td>0.8129</td>
<td>2.6100</td>
<td>2.0697</td>
<td>0.1498</td>
<td>2.0751</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8167</td>
<td>2.5775</td>
<td>2.0567</td>
<td>0.1467</td>
<td>2.0736</td>
</tr>
<tr>
<td>0.9</td>
<td>0.8216</td>
<td>2.5465</td>
<td>2.0645</td>
<td>0.1437</td>
<td>2.0744</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8395</td>
<td>2.5197</td>
<td>2.0918</td>
<td>0.1400</td>
<td>2.0991</td>
</tr>
<tr>
<td>0.7</td>
<td>0.8458</td>
<td>2.4843</td>
<td>2.1028</td>
<td>0.1365</td>
<td>2.1012</td>
</tr>
<tr>
<td>0.6</td>
<td>0.8567</td>
<td>2.4471</td>
<td>2.1261</td>
<td>0.1325</td>
<td>2.1110</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8668</td>
<td>2.4006</td>
<td>2.1483</td>
<td>0.1278</td>
<td>2.1171</td>
</tr>
<tr>
<td>0.4</td>
<td>0.8967</td>
<td>2.3574</td>
<td>2.2159</td>
<td>0.1217</td>
<td>2.1586</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8988</td>
<td>2.2667</td>
<td>2.2101</td>
<td>0.1140</td>
<td>2.1396</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9441</td>
<td>2.2080</td>
<td>2.2958</td>
<td>0.1053</td>
<td>2.2042</td>
</tr>
<tr>
<td>Expt</td>
<td>1.05–1.16(^a)</td>
<td>2.75–3.00(^b)</td>
<td>1.79–1.95(^b)</td>
<td>0.1277</td>
<td></td>
</tr>
</tbody>
</table>
ing hybrid exchange functionals. In this section, we examine a new type of open-shell system, namely a trapped electron hole in MgO.

Trapped electron holes in MgO represent a typical electronic defect in a main group oxide, formed upon irradiation [138, 139] or aliovalent doping. They are experimentally well-characterised electronic defects in a host matrix, MgO, in which DFT is known to perform well. They represent therefore a suitable test to benchmark the ability of pure and hybrid DFT functionals in describing unpaired electrons in crystalline solids.

When one Mg$^{2+}$ ion in MgO is replaced by a Li$^{+}$ dopant, one electron hole $h^{+}$ is generated as a charge-balancing defect. Extremely accurate EPR and ENDOR results are available concerning the coupling between the unpaired electron (in the same orbital hosting the electron hole) and the Li nuclear spin ($I_z$=3/2) [138, 140, 141], that allow us to characterise the electronic structure of the defect very accurately. In particular, experimental data [142] are compatible with a model where the hole is localised on one of the oxygen ions that are nearest neighbour of the Li dopant. We label this ion as O$_1$, while we identify the other oxygen ions nearest neighbour of Li as O$_2$ (the oxygen opposite to O$_1$) and O$_{eq}$ (the four oxygens perpendicular to the O$_1$-Li-O$_2$ direction, see Fig. 20).

![Fig. 20](image_url)

**Fig. 20** Electron and spin density maps for the MgO:[Li]$^0$ defect within the F-BLYP series. The total density is shown for $\alpha$=1.0; the spin density for the other mixing parameters. BLYP has been replaced by the LDA solution.
The Li/Mg defect has been simulated in our work with a 32-atom supercell, in which one Mg$^{2+}$ ion has been replaced by one Li$^+$. For each Hamiltonian, the lattice parameter employed is the equilibrium one for undoped MgO (see Table 1). In the calculations on the Li/Mg defect, the lattice parameter has been kept fixed, while the fractional coordinates of each ion of the supercell have been relaxed to find the minimum energy geometry.

The equilibrium structure of the defect is summarised in Table 11, together with an analysis of charge and spin density. Spin density maps are reported in Fig. 20; they clearly show that different Hamiltonians yield a very different degree of hole localisation. This feature is quantified by the spin moment ($\mu$) of O$_1$ in Table 11, which ranges from 0.98 (UHF) to 0.07 (LDA). The same shortcomings of pure DFT functionals in describing localised electrons in open-shell transition metal ions (above) are therefore found also in Li/MgO. Several attempts to converge the LSDA and GGA self-consistent cycles to a localised solution always yielded the same delocalised hole state. As for the transition metal oxides, inclusion of HF exchange in the functional formulation has a dramatic effect on results: when the fraction of HF exchange is increased, the hole becomes more and more localised on the O$_1$ ion.

The different degree of hole localisation has important consequences on the structural relaxation: the more $h^+$ is localised on O$_1$, the more its Coulomb interaction with Li decreases, leading to a relaxation of Li away from O$_1$. Since we have used the equilibrium lattice parameter for each formulation of the functional, the absolute value of M-O and Li-O distances is irrelevant; we report instead the difference $\Delta R_{12}$ between the Li-O$_1$ and Li-O$_2$ dis-

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PW</th>
<th>B3LYP</th>
<th>α=0.2</th>
<th>α=0.4</th>
<th>α=0.6</th>
<th>α=0.8</th>
<th>α=1.0</th>
<th>HF</th>
<th>Expt*</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(Li-O$_1$)</td>
<td>2.124</td>
<td>2.464</td>
<td>2.284</td>
<td>2.306</td>
<td>2.283</td>
<td>2.270</td>
<td>2.250</td>
<td>2.239</td>
<td>2.284</td>
<td></td>
</tr>
<tr>
<td>R(Li-O$_2$)</td>
<td>2.122</td>
<td>1.948</td>
<td>1.973</td>
<td>1.969</td>
<td>1.914</td>
<td>1.890</td>
<td>1.874</td>
<td>1.858</td>
<td>1.900</td>
<td></td>
</tr>
<tr>
<td>Li$q$</td>
<td>0.969</td>
<td>0.972</td>
<td>0.971</td>
<td>0.971</td>
<td>0.974</td>
<td>0.976</td>
<td>0.978</td>
<td>0.979</td>
<td>0.982</td>
<td></td>
</tr>
<tr>
<td>μ</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>O$_1$q</td>
<td>−1.692</td>
<td>−1.600</td>
<td>−1.255</td>
<td>−1.252</td>
<td>−1.053</td>
<td>−1.003</td>
<td>−0.984</td>
<td>−0.974</td>
<td>−0.979</td>
<td></td>
</tr>
<tr>
<td>μ</td>
<td>0.074</td>
<td>0.181</td>
<td>0.636</td>
<td>0.638</td>
<td>0.876</td>
<td>0.935</td>
<td>0.958</td>
<td>0.969</td>
<td>0.983</td>
<td></td>
</tr>
<tr>
<td>O$_2$q</td>
<td>−1.695</td>
<td>−1.769</td>
<td>−1.800</td>
<td>−1.800</td>
<td>−1.822</td>
<td>−1.837</td>
<td>−1.850</td>
<td>−1.861</td>
<td>−1.880</td>
<td></td>
</tr>
<tr>
<td>μ</td>
<td>0.073</td>
<td>0.029</td>
<td>0.003</td>
<td>0.003</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>O$_{eq}$q</td>
<td>−1.684</td>
<td>−1.688</td>
<td>−1.751</td>
<td>−1.751</td>
<td>−1.790</td>
<td>−1.812</td>
<td>−1.828</td>
<td>−1.842</td>
<td>−1.859</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>−3.140</td>
<td>−2.074</td>
<td>−6.368</td>
<td>−6.209</td>
<td>−3.143</td>
<td>−0.629</td>
<td>1.008</td>
<td>1.720</td>
<td>0.122</td>
<td>−4.539</td>
</tr>
<tr>
<td>b</td>
<td>−0.078</td>
<td>0.003</td>
<td>1.747</td>
<td>1.687</td>
<td>2.691</td>
<td>2.995</td>
<td>3.199</td>
<td>3.305</td>
<td>3.180</td>
<td>2.313</td>
</tr>
<tr>
<td>P</td>
<td>0.001</td>
<td>0.008</td>
<td>−0.007</td>
<td>−0.007</td>
<td>−0.012</td>
<td>−0.014</td>
<td>−0.016</td>
<td>−0.017</td>
<td>−0.015</td>
<td>−0.014</td>
</tr>
</tbody>
</table>

* Expt from [140]
tances, which measures the strength of the association of Li with O\textsubscript{2}. We notice a clear correlation between $D_{R12}$ and the hole localisation on O\textsubscript{1}.

The electronic structure of the Li/MgO defect centre has been investigated experimentally via EPR techniques; to compare the calculated results with experiment, we have therefore evaluated the isotropic (a) and anisotropic (b) hyperfine coupling constants, and the nuclear quadrupolar coupling constant (P), also available from experimental EPR spectra. Results are reported in Table 11. Pure DFT results differ from the experimental data for a in magnitude, and for b and P also in sign. Admixing of HF exchange in the hybrid functional improves the correspondence of results with experiment; the best match is achieved for $\alpha\sim0.3$, while increasing the exact exchange component further has the effect of over-correcting the DFT shortcomings, and results in a prediction for a with the wrong sign at the HF end of the hybrid F-BLYP series. From a computational point of view, it is of interest to notice that the Li/MgO defect had been examined with HF, B3LYP and LDA Hamiltonians in [42]. In that case, structural relaxation was limited to the Li and O\textsubscript{1} ions, while here we performed a full optimisation of the 32-ion supercell. This different structural constraint leads to qualitatively different results. While the extent of hole localisation on the different oxygens is essentially the same in the two studies, relaxation of the O\textsubscript{2} and equatorial oxygens (allowed here but not in [42]) modifies the symmetry of the hole state and the Li-O\textsubscript{1} bond-distance, and causes a large variation of the hyperfine EPR constants. This comparison highlights one critical component of modelling studies: when the calculated observable is very sensitive to small structural relaxations, the computational model must be flexible enough to not impose structural constraints on the solution. A partial relaxation, or the imposition of a higher symmetry, may lead to qualitatively and quantitatively wrong results.

5 Conclusions

In this chapter we have extensively presented the properties of hybrid exchange functionals in describing crystalline solids, with a particular emphasis on transition metal compounds. This work extends greatly the applications of hybrid functionals to crystalline solids available in the literature, in that a systematic investigation of the whole hybridisation range has been performed consistently for a set of compounds.

The features of the calculated electronic density have been examined as the weight of HF (exact) exchange in the hybrid functional is increased. Clear trends emerged in the structural and electronic properties; the most important is that inclusion of HF exchange increases the degree of electronic localisation in the solution. This feature causes a systematic increase in the
ionicity of the materials, a systematic decrease of the lattice parameter and increase of the elastic constants and bulk moduli.

Whenever HF and standard (LDA/GGA) DFT functionals yield systematically errors with opposite sign with respect to experiment, the formulation of hybrid functionals improves the accuracy of the calculations. This is the case for band gaps, phonon spectra, magnetic coupling constants, and all properties that depend on the extent of electronic localisation at either perfect or defective lattice sites. This feature is particularly important at lattice defects that break the translational symmetry of the crystal; in this case, non orbital-dependent DFT functionals appear unable to localise the defect states, even in simple matrices as MgO.

For other properties that do not show systematic errors in HF, LDA or GGA solutions, however, formulation of hybrid functionals does not always improve results. Most notably, this is the case for the structure; our results on transition metal oxides challenge in this case a traditional piece of information derived for main group elements, namely that the HF solution overestimates the experimental bond-distances. For semicovalent materials, the higher ionic charges in the HF solution generate a higher Madelung field that contracts the lattice parameter. Trends in the bond-distances and lattice parameters have been shown to depend on the degree of ionicity in the material.

A stringent requirement for the functional is provided by open shell transition metal compounds; in the cases investigated in this chapter, high weights of HF exchange always ensured convergence of the solution to the correct ground electronic state, which instead is not always the case for a low HF component (<20%).

The best percentage of HF exchange to be included in the functional differs according to a combination of system and property under investigation. As a general rule, however, the optimum weight of HF exchange for a solid-state specific hybrid functional is higher than the 20% optimised in the B3LYP formulation for molecular species, and much closer to Becke’s half-and-half hybrid with 50% HF exchange. We associate this requirement to the Madelung field, which creates a strong localising potential in the crystal, that is not present in molecules. Under this condition, the shortcomings of LDA and GGA functionals associated with the lack of electronic self-interaction are more severe.

We have finally shown that the use of experimental geometries and/or constrained optimisations can lead to fictitious results, especially for those observables that are strongly dependent on the interatomic distances, such as the magnetic coupling constants J in magnetic oxides and the EPR parameters of open-shell defects. Whenever possible, theoretical predictions should be achieved without imposing structural constraints on the solution.
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